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Abstract

This study examined three aspects of animation (movement, color, and detail of
jcons) to determine which one (or ones) best communicated the operation of a simulation
model. The procedure was done in the context of using animation to establish a model’s
face validity. Movement, cblor, and detail of icons were looked at individually and in
combination. The ability to communicate was measured both subjectively and objectively.
The snhjéctive measures were a selection of “best” and “worst” animation types where
“best” and “worst” referred to how well an animation communicated, and a pairwise
comparison of the animation types which resulted in prefere~ce ratings for each animation.
There were seven different scenarios containing various problems with fhe system. The
objective meast._xresvwe‘re subject problem identification accuracy and time delay of problem
identiﬂcation. The results showed that movement in animations was always prefetred to
a lack of movement in animations. However, movement, color, and detail of icons in
combination was preferred the most. Objectively, movement was the most important
aspect. .The subjects performed eqﬁaﬂy well for all the animations with movement and,
when there was no movement, ‘the subjects’ performance dropped equally.
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USING ANIMATION IN THE VALIDATION OF
SIMULATION MODELS

I. Introduction
Background
Over the pastb two decades simulation modeling in the military has increased sig-
nificantly. Today the military uses simulation models in many areas: defense planning,
weapon system evaluation, logistics, and the like. Models have become essential in mil-
itary analysis because a valid simulation model can point out potential trouble spots or
potential sclutions in a system without the expense in time and money of operating the

actual system. Also, simulation models are valuable tools for planning and evaluating

future iystems.

In general, models are abstractions of reality that attempt to capture the essence of
the problems, events, or actions being considered. Thus, no effort is made to include every
detail in a model. In the first place that would be impossible, and secondly, including every
detail is unnecessary. Developing a model is like an artist painting a portrait. The artist
initially draws a sketch of what is to be painted. The sketch, like the model, contains the
essentials but omits the details. Just as the sketch cannot be a substitute for the portrait,
s model cannot be a subatitute for reality. However, a sketch well done leads to a bettér
portrait, and an accurate model leads to a better understanding of the literal or proposed
situation. Models are developed in various forms (e.g. mathematical, verbal, or pictorial).
Simulation models are genevally considered to be models that are developed as eoinpnter'
programs. | |

Although simulation models are used extensively in decision making and problem
solving, many decision makers lack confidence in simulation model results (Sargent, 1991:37).
'K models are to be legitimate decision aids, it is critical that they be validated. Simulatior
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mode! validation is “substantiation that a computerized model within its domain of appli-

cability possesses a satisfactory range of accuracy consistent with the intended application
of the model” (Schlesinger and others, 1979:103). The validation process consists of per-
forming tests and evaluations during the development of a simulatjoh model, Thece tests
range from a review of model assumptions to detailed statistical procednres. Although
model verification is closely linked with model validation, the iwo should not be confused.
Simdation model veriﬁcatioﬁ is the process of ensuring that the actual computer program
is error free. As Whitner and Balci state, “Validation deals with building the right model,
verification deals with building the model right” (Whitner and Baldi, 1989:550).

Even though much has been written concerning simulation model validation, aad
many validation 'feclmiques have been developed, no simulation model can ever be fully
validated. A successful result from a validation procedure can only increass the validity
of & model. Thus, the modeler desires to tip the scales of validation towards complete
-validity as far as possible, all the while knowmg that there will alwa.ys be some unoettunty
weighing down the other side. :

Computer animation is on.e of many techniques used in the process of simulation
‘model validation (and verification). Through computer animation a “model’s operational

- behavior ia_diéplayed graphically as the model moves through time” (Sargent, 1991:39).
Animation is becoming _mdre popuht because animation software has dropped in price
and increased in quality. Increased compater graphics capability allows the modeler to ses
the simulated operation of the system instead of just a printout of statistics. In addition,

animation can be used to enhance a model’s credibility. A credible model is a model the

decision makers are willing to use because they have confidence in the model’s results (Sar-
gent, 1991:37). According to Law and Kelton, the ability to increase a model’s credibility
is the main reason for animation's expandmg use (Lw and Kelton, 1991:241). Thus, the
graphical display ofa model through mlmution can udd credence toa model and increase
the confidence in a model. | -
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Problem

The use of computer animation in simulation model validation is increaiing; how-

ever, there are few guidelines for using animation in conjunction with accepted simulation

validation techniques. One primary method used in medel validation is face valfdity. “Face
validity is asking people knowledgeable about the system whether the model and/or its be-

havior is reasonabie” (Sargent, 1991:39). In order to establish the face validity of a model,
the assumptions and oﬁera.tion of the model must be communicated to the system expert.
Animation is one tool fdr accomplishing that. Thus, this research focused on determining
which aspects of animation are the most useful for communicating the operation of the
model.

Assumptions and Scoge

Simulation Model. The simulation model used for this resea.nh was taien from a
SLAM (Simulation Language for Alternative Modeling) textbook. A siraple model was

. chosen so that some of the basics of animation could be examined without the problems

asgociated with a complex model. The simulation models one bulldozer, four tmch, and

two man-machine lozders. The bulldozer stockpiles material for the loaders. The loaders

place the' material into the trucks. Once a truck is loaded it hauls the matgﬂd away,
dumps the load, and then returns for another load. The Track Hauling Si;nation model
will hereafter be referred to as the Loader model (Pritsker, 1986:237-242).

Animation Soﬁwa.ne. bThe model was animated with Proof Animation. Prodenim&-
tion (hereafter referred to as Proof) is a PC-based, “post-processing” animation software.
Post-processing (or playback) means the animation is seen after the simulation is run. The

events or state changes are recorded in a file during tke simulation run and then "Pmyed
back” by the animator. This is in contrast to “concurrent” animation. Concurrent means

the animation is seen while the simulation is running (Law and Kelton, 1991 241) There
are advantages and dxsadvantages to each type of animation. Concusrent a.mmat:on usu-

ally allows the analyst or user to immediately see the result of changes they make while _
the simulation is running; however, certain changes cannot be made while the simulation
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is running. Also, the end (or any other part) of a simulation run can only be seen after
viewing all that comes before. That is, “fast-forwarding” is not possible. Post-processing,
on the other hand, does allow one to view to any part of a siraulation run without waiting

. through the previous portions of the simulation, but changes cannot be made and seen

interactively (Brunner and others, 1991:91).
Scope of Animation. Three adpects of animation were considered:

e Movement
o Detail of icons
e Color

Each of the above was looked at individually and in combination. Other factors that could

be considered include graphs, perspective (as in two-dimensional or three-dxmensmna.l),

concurrent animation versus playback, and speed of a.mmatxon

Approach

The main reason for using animation is that it improves communication. Thus, the

* procedure was to animate the Loader model, and show the animations to volunteers. The) .
- determined how nseful ‘the animations were in enha.ncmg face validity and which a.mmatlon
type was most beneﬁcxal This was measured in two ways. First, each animation showed ‘

a different scenario. The subject attempted to determine if there were any efficiency
problems with the system modeled (queue buildups, long idle times, and the like). The
time delay in ideutifying a potential problem and the identification error rate were recorded.

: Second, after viewing the animations, subjects performed a pairwise comparison of each
animation’s ability to communicate. A rating for each animation was calculated from the
pairwise comparisons. The pairwise compamon procedure is ca.lled the Analytic Hierarchy

Proeeu and is discussed in the next chapter

RO AN SR PR IVE Z R

DN P SR

AL




1
\
\
\

Overview

The next chapter reviews the current literature concerning simulation model valida-
tion and animation. A}so, a section discussing the Analytic Hierarchy Process is included.
Chapter 3 gives a detailed descriptioﬁ of the approach to the research, the Loader model,
the animations, the experimental design and data collection, and the analysis methods

used. The fourth chapter is a dizcussion of the results, and the final chipter contains _

conclusions and recommendgtiohs. The data collection forms are shown in Appendix A.
Appendix B is the SAS output used in the analysis, and Appendix C contains the SLAM
and Fortran code. '
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Il Literature Review

Scope cnd Method of Presentation

This nﬁew will cover information about validation of simulation models, the use of
animation in validation, and the Analytic Hierarchy Process (AHP). The discussion will
begin with model validation in general and include animation's applicability to validation.
A review of information dealing with the use of animation in validatmg models will follow,
md a look at the AHP will conclude the discussion.

Di .
Model Validation. Since the 1960’s much has been written concerning model vali-

dation. Balci and Sargent list over 300 articles in a comprehensive bibliography (through

1983) of articles dealing with validation and credibility assessment of models (Balci and
Sargent, 1984:15-27). Carson defines validation and a credible model as follows:

o Validation: “The process whereby the modeler and end user ask the questions: How
accurately does the model represeat reality? Can the model be used in place of the

real system for the purpose of makmg decisions coneerning the real system” (Carson,

1989:552)?

e Credible Model: A mode! “that is accepted by the client as being sufficiently accurate
to be used as an aid in making decisions” (Carson, 1989:552).

One of the most published authors in the area of validation is Sargent. He emphasizes the
relatiénship between the purpose of a mode! and the validity of a model. A model’s validity
can only be determined in relation to the purpose of 8 model. If a model is designed to
evaluate several different problems, it must be validated for each of the problems consid-
ered Also, a model can never be considered completely valid. He states, “It is often too

| eostly and time consuming to determine that a model is absolutely vahd over the complete
domain of its intended applicability” (S&rgent, 1091: 37) There are only degreu or levels '
~ of validity (Sargent, 1991 37). *




In his discussion of validation techniques Sargent distinguishes betweer subjective
and ob jective (statistical) validation techniques. Sargent lists 15 subjectiva techniques, one
being animation. He states that the model validation process is included in the process
of model development and is concerned with four different evaluations: conceptual model
validity, computerized model verification, operational validity, and data validity. All of the
validation techniques he lists are useful in determining operational validity. Operational
validity ensures “the model’s output behavior has the accuracy required for the model’s

" intended purpose over the domain of its intended applicability” (Sargent, 1991:39). Most
validation occurs during operational validity testing because any problems found in the
computerized model could be due to a faulty conceptual model, improper programming,
or incorrect data. Thus, operational validity, in a sense, encompasses conceptual model
validity, wmputeﬂzed model verification, and data validity (Sargent, 1991:39-42).

Balci also divides validation techniques into two categories: subjective and statisti-
cal. He lists 13 subjective validation techniques and 18 statistical validation techniques
(Balci, 1989:67-68). Animation is not listed as a validation technique. In fact, Balci does

" not mention arimation at all. Banks divides validation techniques into subjective and

statistical, too (Banks, 1989:550-551). However, he does not list animation as a validation
technique either. | |

A three-step approach for validation is offered by Carson. He places face validity
at the beginning of his validation process. Face validity is a procesa which involves ques-
tioning those knowledgeable about the system modeled to determine whether a model or
its operation is consistent with the system modeled. Carson then recommends validation
of the model assumptions and mode] output. In contrast to Balci and VBaymks, though,
Carson emphasizes the need for animation. He concludes with a listing of veﬁﬁcation and
validation techniques (Carson, 1989:555,557).

- Animation. There are many prbponents for using animation, not only for model
validation, but also for the whole model building process. Those who tout animation the
most are those who sell animation software (Brunner and others, 1991:00-04; Kalasky and
Davis, 1991:123; Hollocks, 1984:322-328; Standridge, 1986, 121-143). Users of animation




" are the second most enthusiastic proponents of animation (Aiken and others, 1990:775-783;

Johnson and Poorte, 1988:30-36; Carson and Atala, 1990:798-801). Academia, although
acknowledging value in animation, generally stresses other methods of validation or does
not explicitly mention animation at all. (Law and Kelton, 1991:242; Balci, 1989:62-71;

. Banks, 1980:549-551).

As an example of the latter, Law and Kelton recognize that animation is increasing
the popularity of simulation modeling. However, with regard to model validation, they
point out that animation can show that a model is not valid, but it cannot show that a
model is valid. Also, animation cannot replace statistical analysis of the model output.
Another drawback is that animation usually cannot be watched for the complete run of
the simulation. Therefbre, an error could occur at a point later“ in the simulation run when
there is no one watchirg. A final drawback is “ouly part ofa s:imulation model’s logic can
actually be seen in an animation; thus, a ‘correct’ animation u no guarantee of a valid or
debugged model” (Law and Kelton, 1991:242). :

Animation can improve face validity according to Schﬁppe However, developing
quality animation can take as long as developing the model, ;nd the animation should be
verified. That is, the modeler should substantiate that the a.mmation is not giving a false

- picture of what the simulation model is doing (Schuppe, 1991.523 525).

Carson paints a much brighter picture for uuma.tion
provides a degree of validity that previously conld not be reached for simulations involving
items travelling through space. With an animator spatial relationships are easier to verify.
He recognizes there is a possibility judgments will be made based on animation before the
validation process is complete. However, Carson asserts the probability of this happening is
not high because those who use simulations “will want to see the output data of numerous

- long runs before making any final jndgments (Cmon 1989: 555)

According to Johnson and Poorte, uma.txon can be useful for debugging and veriﬁ

cation, validation, analysis, and communication and presentation. 'I‘hey offer a hierarchical

approach for using animation in all of these areas. With regard to validation, they believe

“animation can provide a vital link between the modeler aqd eipert’_’ (Johnson and 2oofte, o

3 v
LI

He states that animation
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and Davis boldly declare,’

1988:31). Usually the system expert involved in conceptual model validation is unfamiliar

with simulation code; thus, animation improves the communication betwesn the modeler

- and the expert, and conccptual medel validity is enhanced. Nevertheless, they acknowl-

edge “animation is a supplementary tool and should not be viewed as a replacement for
standard analy+is techniques” (Johnson and Poorte, 1988:31,36).

Cyr states that animations of simulated activities offers several benefits:

¢ Animation can help explain simulations (in particular, Monte Carlo simulations) to

upper-level managers, who are not experts in mathematics and statistics.
o Animation can help the manager and others understand the system being modeled.

e Animation shows actual or potential system problems that might be hard to under-
stand or might be missed by looking at lists of numbers.

o Animation opens up the opp@rtunity to interact with the simulation.

o Animation lowers the development costs of models by unooverixigiproblems that

would be hard to see without animation.

He adds that the value of a simulation models increases when animation is added, and the
additional cost is outweighed by the advantages of animation (Cyr, 1992:1000, 1002).

As those involved ﬁvith the making and marketing of animation software, Kalasky

In recent years animation has become a requirement of the simulation process.
One of the reasons for this requirement is that numeric summary statistics do
not necessarily convey information about the dynamic interactions of compo-
nents of a system. Although summary statistics are a crucial part of evaluating
the performance of a simulated system, it is only through animation that the
analyst can easily identify the system status under which, for example, bottle-
necks occur, (Kalasky and Davis, 1991:122)

Concerning validation, they agree with Johnson and Poorte that animation improves com-
munication between the system experts and the modelers. In addition, they state that sim-

plifying assumptions can be seen easier with animation. (See also Standridge, 1986:121.)




To conclude their listing of the uses of animation they give the standard qualifier: “anima-
tion cannot replace standard statistical analysis techniques” (Kalasky and Davis, 1991:122-

123).

Analytic Hierarchy Process. The AHP is a decision making aid. It allows a subject
to subjectivaly compare alternatives. A subject compares every alternative with every
other possible alternative. Thus, the AHP is a pairwise comparison. Ratings for each
alternative can be calculated from the pairwise comparison data. This is in contrast to
absolute estimation methods (such as an ordinal ranking of alternatives). For example,
the pairwise comparison of the animations allowed a subject to rate a specific animation’s
ability to communicate the model’s operation against the ability of every other animation.
This permitted the relative merits of the animations to be qua;ntiﬁed. Since there were

seven animations, the subjects performed 21 pairwise comparisons each. (There were not

28 comparisons because an alternative is not compared with itself.)

The AHP was developed by Thomas Saaty (Saaty, 1980). The advantages of the
AHP, as summarized by Vidulich and Tsang (1987}, follow.

In comparing the AHP approach to the absolute estimation methods, Saaty
(1980) suggested that the AHP has the following advantages: (1) While the
number of decisions are more numerous {{n(n — 1)/2] as opposed to [n] for
n conditions to evaluate), they are simpler because the subject can focus on
the relationship between only two conditions. (2) The comparison of each
condition to every other provides a great deal of redundant information to
improve reliability. (3) It is possible to calculate the “consistency™ of each
subject’s pairwise ma .ix and thereby test the subject’s ability to make the
discriminations necessary. (Vidulich and Tsang, 1987:1058)

~ Given n dtematives, the paiﬁise matrix (or jﬁdgment matrix) is an n X n matrix with
each row and column headed by the choices. The numerical rating from each pairwise
h comparison is placed in the matrix, and the principal engvnvector for the matrix is calcu-

lated, which gives the rating for each alternative (Vidulich and Tung, 1987:1058). There
are three steps to using judgment matrices: collect the judgment data, construct the judg-

" ment matrices, and calcn.ate the utings Vidulich provides tgoodovervievof tluaproceu
(Vidnlxch 19891407) S L e e . CoE

!
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| Williarrs and Crawford offer another method of calcﬁlating raticgs. They suggest
using a geometric means approack instead of an eigenvector approach (Williams and Craw-
ford, 1985:1). They state,

The gecmetric mean vector v = v1,v3,...,Vn, given by

o= II al/u

J=1

which satisfies the continuity and consistency criteria Saaty uses to defend the
dominant eigenvector, has several other desirable traits: In certain circum-
stances, it is statistically optimal and gives rise to zn estimate of scales and a
measure of consistency that have known statistical distributions. In empirical
studies reported here it seems to do as well as, or better than, the eigenvector
in preserving rank order. In addition, it is supported by a literature describing
methods of handling a wealth of variatione of the problem, including missing
data and muitiple judges. (Williams and Crawford, 1985:vi)

Anothe. issue is whether judgment matrices are consistent. Vidulich defines a consis-
tent matrix as one where there are “transitive trends among related judgments” (Vidulich,
1989:1407). For instance if alternative A is preferred twice as much as alternative B,
and alternative B is preferred three times as much as alternative C, then alternative A
should be preferred six times as much as alternative C. If these types of relationships hold
within the matrix, the matrix is considered consistent. Inconsistency increases as these
relationships are violated (Viduhch 1989: 1407). Budescu and others give S’ the measure
of consistency developed by Wilhams and Crawford.

§? = Tht Ty In (7i) = In (GM,/GM;))

(- 1n=2) )

~ where r;; is the pairwise comparison ratio for the ith and jth alternatives and GM; and

GM; are the geometric means of rows i and j respectively (Budescu and others, 1986:71).

Budescu and others developed a consistency criterion for the geometrié means ap-

proach during their comparison of the two methods (Budescu and othefs, 1986:69-78). In

his own comparison the eigenvector approach and geometric mean approach, Vidulich dis-




cusses the rule developed by Budescu and others and reviews the comparison of the two
approaches performed by Williaras and Crawford and Budescu and others. He states -

Williams and Crawford (1980) did a Monte Carlo comparison of the eigenvec-
tor and geometric mean approaches to judgment matrix analysis. They used
matrices that were selected from known distributions with varying degrees of
error perturbations introduced. Williams and Crawford found that the two ap-
proaches gave zimilar results when perturbations away from consistency were
minimal. But for large perturbations, the geometric means approach produced
resuits that deviated less from the known distribution. The relative advantage
of the geometric means procedure increased with both matrix size and error

variability. (Vidulich,1989:1408)

Matrices of randomly generated data werelnsed By Budescu and others to compare
the two means of calculating ratings. Budescu and others showed that S? remained stable
as matrix size increased. Vidulich suggested at the end of his study that the geometric mean
approach can be used instead of the eigeavector approach. Also, Vidulich recommended
that when using S2 as & consistency criterion, the matnx size should range from 6 x 6 to
10 x 10 (Vidulich, 1989:1410). ‘ :

Conclusion »
Many techniques are offered for model validation. These techniques are generally

~ divided into subjective and objective (statistical) techniques. Animation, when listed for
- use in model validation, is considered to be & subjective technique. Even though animation

is being used in simulation modeling more and more, the accepted range of animation’s
applicability to simulation model validation varies from helpful to almoet indispensable.

~ However, animation can never replace statistical validation techniques.

" The Analytié Hierarchy Process is a useful means of comparing alternatives. Al-

_ tllough tlme is debate eoncerning the method of calculating ratings (eigenvector versus

geometric means), the geom.:tric means approu:h is easier to use and has a more stable

meagure of i meomxstency
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III. Methodology

Approach

The experiment consisted of subjects viewing seven different types of animations. The
subjects determined how useful the animations were in communicating model operation
and which animation type was most beneficial. This was measured in two ways. First,
each animation showed a different scenario. The subject attempted to determine if there
were any efficiency problems with the system modeled (queue buildups, long idle times,
and the like). The time dela.y in identifying a potential problem and the correctness of
problem identification were recorded. Second, after viewing the animations, the subject
verformed a pairwise comparison of each animation’s contribution to face validity. A rafing
for each animation was calculated from the pairwise comparisons (AHP) which measured
the subject’s preference for each animation type. Preparation for the experiment included
selecting a simulation model, animating the model, creating system problems (different
scenarios), constructing the experimental design, and preparing data collection forms. The
next step was to perform the experiment and collect data by showing the animations to ..
AFIT faculty and student volunteers. The final step was analyzing the data. ‘

Initialization v

Simulation Model. Tﬂe Loader model is a simple SLAM network simulation that
models a loading and hauling operation for 480 minutes (8 hours). The system modeled
consists of one bulldozer, four trucks, and two man-machine loaders. The bulldozer stock- -
piles material for the loaders. Two piles of materiél must be stocked prior to the initiation |
of any load operation. In additioxi to the two loads of material, a loader and an unlozdad
truck must be available before the loading operation can begin. The time to bulldoze a load
is Erlang distributed and is the sum of two exponentials each with a mean of 4 minutes.
The loaders are modeled as servers with loadmg time for server 1 exponentially distributed
with a mean of 14 minutes and loading time for server 2 exponentially distributed with a
mean of 12 minutes When a truck has been loaded, it hauls the material to the dnmpmg
area, dumpo its load, then returns for more material. Hauling time is normally distributed a
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with a mean of 22 minutes and standard deviation of 3 minutes. The time to dump is
uniformly distributed between 2 and 8 minutes, and return time is normally distributed
with a mean of 18 minutes and standard deviation of 3 minutes. The loader must rest 5
minutes after loading a truck (Pritsker, 1986:237). The SLAM network code and a SLAM
network diagram are shown in Appendix C. Figure 1 is a diagram of the simulation.

" Truck Retum
Trucks
Bulldozing Loeding Hauliog e Dumping
A—var oA ol al— ]
Loaders

" Loader Return
Figare 1. Loader Model Diagram.

The Ibader model was changed to ease the process of animating. In the original

" model there was no way to keep track of the trucks and loaders; however, that information
was needed for the animations. Also, the original model allowed two trucks to be loaded
at the same time and more than one truck to dump at the same time. Finally, the loader

with the longest idle time was selected when a loading operation could begin.

The first problem was solved by assigning a truck number (1, 2, 3, or 4) to attribute
10 of the truck entities and assigning a loader number (5 or 6) to attribute 11 of the loader

14
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entities. The loaders and trucks were placed into the appropriate queues at the beginning
of the simulation using ENTRY statements. Each load entity had the following attributes
assigned:

e Attribute 1 - Not uzed (originally was o be used as a load counter)
o Attribute 2 - Next load arrival time

o Attribute 3 - Not used

o Attribute 4 - Loader 1 load time

o Attribute 5 - Loader 2 load time

o Attribute 6 - Loader r‘Lst time (always 5)

o Attribute 7 - Truck ha:nling time

e Attribute 8 - Truck dt;mping time

|
e Attribute 9 - Truck return time

Since two loads were accumu%ated at the Accumulate node, only the attributes of the second
load entity arriving were saﬁved. When two loads, a truck, and a loader were available
the Select node summed thtja attributes of all three creating a new entity with the above
attributes plus the truck nnx"nber and loader number in attributes 10 and 11 respectivcly.
There was one resource representing the loading area so the new entity had to wait until
that resource (LOADSPOT) was available. This solved the problem of two trucks being
loaded at once. The appropriate loader server was selected based on Attribute 11. The
resource LOADSPOT was then freed, and the entity was cloned with the loader being
delayed for 5 minutes. All of the attributes of the loader, except for Attribute 11 (loader
number), were zeroed out beforevthe loader was routed back to the loader queue. The
second entity encountered the hauling delay, waited for the resource DUMPSPOT (of which
there was one), delayed for dumping, freed DUMPSPOT, and then had its return delay.
Before this entity was routed back to the truck queue, all of its attributes except Attribute
10 (truck number) were zeroed out. Therefore, assigning attributes allowed tracking of

. ‘he trucks and lqa.ders, and the resources limited loading and dumping to one truck at a
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time. The selection of loader based on longest idle time changed to alternating loaders.
Reasons why these changes were nceded will be given when the animations are discussed
because the probleras were not encountered until the animations were begun. The diagram
in Figure 1 was still correct even after the modifications. These mndifications signiﬁcantly
increased the length of the network code, plus Fortran subroutines were needed to create
the trace file for Proof. The modified network code is shown in Appendix C.

Animations. Seven different animations were created to examine movement, color,

and detail of icons:

o M - Movement. Simple icons that move but do not change level of detail or color.
o I - Icon. Icons exhibit differing levels of detail but do not move or change color.
e C - Color. Simple icons that change color but do not move or change level of detail.

e MI - Movement and Icon. Icons move and change level of detail but do not changé
color. S
e MC - Movement and Color. Simple icons that move and change color but do not

ckange level of detail,
¢ CI - Color and Icon. Icons change color and level of detail but do not move.

‘¢ MCI - Movement, Color, and Icon. Icons move and change color and leve! of detail.

Two files are required to run a Proof animation: a layout file (.LAY) and a trace
file (.ATF". With regard to the layouts, the only background object created was an object
representing a pile of material at the dumping area. This object only appeared in MI and
MCI. Any object on the screen that could move or change status in some way required a
unique number. That is why it was necessary to keep track of the trucks and loaders in
the simulation model. Object classes were created that represented loaded and unloaded
trucks and loaders. When a particular object was needed, a class was assigned by the

* trace file tc the object’s number. The object that appeared on the screen was based on the .

class assigned to the object’s number. An object’s color, speed, or travel time could also

be changed by assigning a different color or speed to the object’s number. For instance,
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.“SET 10 COLOR RED” where 10 is the object number, or “SET 10 TRAVEL 9.2” where
9.2 is 9.2 minutes are examples of trace filk. commands that chauge object status. Figure 2

shows the different objects classes used.

MRl

Truck Unloaded ~ Partially Loaded Fully Losded

| | | Al

A L | | | |

Load Simple Detailed Loader Detniled Loader
Loader  Unloaded Loaded

Figure 2. Animation Object Classes.

For the animations with movement, paths were created for thé objects to follow.
Allowing ‘wo trucks to load' or dump at the same time greatly complicated the path
structure and the logic for path usage. That is why the trucks were limited to loading and
dumping one at a time. Also, the purpose of this research was to examine animations, not
raodeling assumptions. A snapshot of an animation with movement is in Figure 3. The
icons shown are the ones for MI and MCI. No bulldozer icon was used. The bul'dozer was
represented by the loads arriving, The loading times were divided by six and assigned to
a portion of the loading process. ‘For example, if the loading time was 12 minutes, the
following would occur: o - o

e The loader would leave its idle position and travel for two minntes} to ﬁick up a load.

o The loader class would change to loaded, and the loader would travel for two minutes
to the truck. L

o The louder would wait at the truck for two minutes to represent the transfer of the
load to the truck. o -

17




o The loader class would change to unloaded and then travel for two minutes to pick
up the second load, and the truck would change class to show one load.

o The loader class would change to loaded, and- the loader would travel for iwo minutes
to the truck. ‘ '

¢ The loader would wait at the truck for two minutes to represent the transfer of the
second load to the truck.

o The loader class would change to unloaded and then travel for five minutes to its idle
position, and the truck would change class to show two ioads and begin hauling.

The two loads “fell” out of the truck onto the pile when dumping. M and MC did not
show the pile of material, and the icons were the ones labeled “Simple Truck” ard “Simple
Loader” in Figure 2; however, they did have the same movement. For MC, the icons
were thte when idle, green when tra-velling empty, red when travelling loaded, pink when
partially loaded (trucks only), and yellow when dumping (trucks only). MCI had the same
color scheme with the icons as described above. The icons remained red for M and MI.

‘Truck Returning
Loader taking
load ® waiting truck , :
E Truck Dumping
Load Trock Hauling

. [y

"R N

| ’Fi;nre 3. Sample Animation With Movement.
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The animations without movement used larger stationary icons. The four trucks were

displayed at the top of the screen and the loaders at the bottom of the screen. Figure 4

gives a representation of the animations without movement (C, 1, and CI). The figure
shows the icons for I and CI. As with M and MC, the icons for C were the ones labeled
“Simple Truck” and “Simple Loader” in Figure 2. For C and ClI, the color changes were
the same as for MC and MCI, and the icon changes for I and CI were the umé»u for MI

and MCI. The icons in I remained red. There was no representation of the load queue in

the stationary animations.

Truck 1 Truck 2 Truck 3 Truck 4
Loader 1 Loader 2
~ Color '
Key
here for A
Cand CI

Figure 4. Sample Animation Without Movement.

Scenarios. Problems were incorporated into the experiment to motivate the subjects
to concentrate on the animations and to measure the perforinance of the different anima-
tions. The subjects were the “system experts” (owner, operator, or manager of the loading
operation); thus, they were looking for efficiency problems witi: their system. Table 1 gives
the scenario abbreviation, the simulation model modification, and the associated system

problems for each scenario.

Ezperimental Design. The order in which the animations were viewed was random-
ized as well as the scenario associated with each animation. Therefore, there were 49

different animation and scenario combinations. Table 2 shows the experimental désign

gRTY




i
L
;

Table 1. Scenario Descriptions.

{_Scenario ﬂ Model Modifications | System Problems ]

LDER || Load interarrival time, load-

SLTK

ing time, hauling time, dump-
ing time, and return time
unchanged. (Original Model
with Modifications)

All resources are used ade-
quately with a slight buildup
of loads.

Hauling time, dumping time,
and return time doubled for
the third truck. (Slow Truck)

One truck is much slower than
the others, and there is a
buildup of loads. - ‘

SLLD

Loading time doubled for the
first loader. (Slow Loader)

One loader is too slow, which
creates a buildup of loads and
idle time for the trucks.

Hauling time, dumping time,
and return time cut in half for
all trucks. (Fast Trucks)

There are too many trucks
for the number of loaders and
bulldozers or not enough load-
ers and bulldozers for the num-
ber of trucks.

" FL

Loading times ha.lved for both
loaders. (Fast Loaders)

There are too many loaders for
the number of trucks and bull-
dozers or not enough trucks
and bulldozers for the number
of Joaders.

SL

Load interarrival time multi-
plied by 2. (Slow Loads)

‘| the trucks and loaders.

There are not enough bulldoz-
ers, which creates idle time for

ST

Hauling time, dumping time,

and return time doubled for all

There are too few trucks,
which creat:s a buildup of

trucks. (Slow Trucks)

‘| loads and loader idle time.
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NN e i e i M, 3 L e e B 6 B i s e e

N T -




e

constructed for 50 subjects. All 49 animation and scenario combinations had been selected

by run 32. A run consisted of the seven animation and scenario combinations to be viewed

by a subject.
" Data Collection Forms and Pictures.

Forms. Several forms were needed for this experiment, all of which are given
in Appendix A. The first form created was the Scenario/Animation Viewing form. At the
top were places for the subject’s name, the date, and the run number. Also, there was a
selection for student, faculty, or other. Following this there were seven groups of lines used
for listing ti:e scenario, animation, problem identification time, and problem observed. At
the bottom of the form was a place for recording the subject’s selectidn of “bést” and
“worst” animation type. This form was completed by the experimenter while a subject

viewed the animations.

The second form was the pairwise comparison form. This form consisted of three

- pages, the first of which included instructions for completing the form and a listing of the

animation types. The second page gave some pairwise comparison examples, and the last
page was the form itself. The same information was at the top of this last page as was at
the top of the Scenario/Animation Viewing form. The pairwise form contained 21 lmes
This allowed for the comparison of each animation type with every other animation type.
No animation type was compared with itself. Each line had 17 blanks with the ninth (or
middle) blank marked off in a column by itself. An animation type was listed on each side
of the line. If the subject considered the animation types to be equal in contributing to
face validity (that is, both communicated equally well), he or she would mark the middle
column. If one animation type was preferred over the other, then the subject would mark

- in & space on that animation type’s side. The more the subjeét preferred the animation

type, the further out to the side he or she would mark.

The pairwise comparison form provided the data for the paxrwxse matrix (or judgment
matrix), which was the third form. The pairwise matrix is the one described in Chapter

-2, The top of the form included the subject’s name, the date, and the run number. The
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Table 2. Experimental Design.

| gun il Scenario/Animation |

PR

FL/MI

” .

T

1__J LDER/MC | SLTK/1 | SLLD/M FI/MI FL/CI | SL/MCI ST/C
2 LDER/I ST/M__| SLLD/MCI | FL/C SITK/CI | FI/MI SL/MC

3 LDER/T | FL/C SL/MI__| SLTK/MCI | _ST/CI FI/MC_| SLLD/M

3 SLTK/1 ST/C SLLD/M SL/MI FT/CI FL/MC_| LDER/MCI
5 ST/MC | SLTK/C | SLLD/CI | LDER/MI | FL/M SL FT/MCI

0 FI/M SLLD/C_| SLTK/MCI | LDERJI F_';_L CI ST/MC SL7MI

3 FT/MCI FL/C SL/M ST/MC SLTK/1 | LDER/CI | SLLD/MI

8 ST/CI SLTK/T | FT/MC | SL/MCI FL/C LDER/M_| SLLD/MI

» SL/MI ST/1 SLTK/CT | FI/MCI | SLLD/C | FL/MC | LDER/M
10 ST/M SLLD/I | LDER/MC | SLTK/MCI | FI/MI SL/C FL/CI

11 SLTK/MC | SLLD/I | LDER/M | ST/MI F1/C SL/CI FL/MCI
12 ST/MC FI/CI SLLD/C_| SLIK/M FL/I SL/MI_| LDER/MCI
13 SL/M___| SLLD/MC | SLTK/MCI | LDER/I ST/Cl FT/MI FL/C

14 FL/M ST/C FI/MCI_| SL/MC | SLLD/MI | SLTK/CI | LDER/I

18 “FL/I SL/M ST/C_ | SLTK/MC | FI/MCI_| SLLD/MI_| LDER/CI
16 ST/MC FT/C SL/M SLTK/CI | LDER/MI | FL/MCI | SLLD/I

17 FI/MI__| LDER/M ST/C SLTK FL/CI | SLLD/MCI | SL/MC

18 ST/1 LDER/M SL/C FL/MI FT/CI _‘e‘—sng MC_| SLLD/MCI
19_ || SLTK/MCI | SL/M LDER/T | FL/MI__| SLLD/CI | ST/C rr"']L—uc ,
20_|| LDER/CI | SL/C FI/M FL/MI | SLTK/MC | ST/MCI | SLLD/T |-
2 ST/MC__| SLLDJC_| LDERJCI | SLTK/M | SL/MCI FI/MI rix. 1
P7] SL/M__| LDER/MC | FLJC ST/MCI__| SLTK/MI +r1 CI SLLD/T

23 || SLTK/CI | SLLD/MCI | _ SL/I FL/C ST/MC__| LDER/MI | FI/M

2 FI/M SL/C ST/MCI__| LDER/MI_| SLLD/MC FL/1 SLTK/CI
2 FL/CI SCTK/C | SLLD/M | FI/MC | SI/MCI | SL/I LDER/MI
26 SL/M__| SLLD/MC | LDER/I FT/CI ST/C FL/MI_| SLTK/MCI
1] SL/C LDER/M FLji | SLTK/MCI | FI/CI ST/MI__| SLLD/MC
1) s"]l_"x, Cl__| SLTK/MCI | __ST/C SLLD/MI_| LDER/M FL/T FT/MC

) SLLD/i_ | SLTKJC | FL/CI FI/M SL/MI__| LDER/MC | ST/MCI
3 | SLLD/MI | LDER/MC | FI/M FL/MCI SL/C ST/CI SLTK/I

31§ SLLD/MCI | FLJMC SL/M LDER/C | SLTK/CI | _SI/MI Fi/l

32_|| SLLD/MC | S1/MI FLA FT/MCI smx'_‘e'—c SL/CI LDER/M
33 FT/M FL/CI SL/MI ST/MC__| LDE SLTK/MCI | SLLD/C
U LDER/T_| SLTK/CI SL/C FT/MCI | ST/M FL/MI__| SLLD/MC
35| SLLD/MI | FI/MC SL/CI LDER/C_| ST/MCI FL/M SLT:_LEK
3 || LDER/MC | SLTK/C FL/M SL/MI ST/ SLLD/CI_ | FI/MCI
7 FL/CI ST/C SLLD/MI_| LDER/MCI | FI/M SL SLTK/MC
38 || SLID/M | LDER/I | FL/MC | SLTK/MCI | _ST/CI FT/C SL/MI

D) ST/M SLTK/C_ | FI/MC LDER/I | SL/CT | SLLD/MCI | FL/MI

0 SL/M FT/MCI_| SLLD SLTK/MC | LDER/MI | S8T/C FL/CT |
41 S_LjTK [&]} SL/C__ | LDER/MCI | ST/MC —jsu,n M [ FT/MI FL/T

Q LDER FL/Cl | SLTK/MC | SLLD/M | FI/MI ST/C SL/MCI
43| SITK/M —LQ_-EL7_R T ST/MC | SLLD/MI FL/C SL/MCI _F_"JrZE
“ SL/M ST/C FL/MC | LDER/MI | SLTK/MCI | SLLD/I FT/CI

45 ST/C | SLTK/MCI | LDER/CI | SLLD SL/MC FT/MI FL/M

#_|| LDER/M SL/C | SLLD/MC_| FT/MCI FL/MI SLTK ST/Cl

47_|| LDER/CI | & T'f'—c SLLD/MC FL/M SLTK/MI _"L'r_f SL/MCI
48§ LDER/M | sST/MI FL/MCI SL/T SLLD/MC | FT/C SLTK/CI
49 SL/MC | LDER/CI | SI/MI | SLLD/C FI/M SLTK ﬂa‘g—'_
50 SL/M ST/C LDER/T SLTK/CI | FI/MC | SLLD/MCI
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* matrix had the rows and columns headed by the animation types. Ones were placed on
the diagonal since it was assumed that a.nv animation type was equal with itself. The lower
portion was shaded because the ji element is simply the reciprocal of the ij element. Places
were provided to the side of the matrix for the calculated ratings. The pairwise matrix
only is shown in Figure 5. Finally, a description of the model was written for the subject
to read. This description included the diagram in Figure 1, a discussion of face validity
and the subject’s role as a 4system expert”, and a description of the animation types.

M A |

c %f A
MC / //7/4;//
a /A////

N

MCI

Figure 5. Pairwise Matrix.

Pictures. Pictures of each animation type were used at the beginning to explain

each animation type, and the subject referred to the pictures when bomplefing the pairwise

comparisons of the animations. The pictures were 8 x 10s and were taken at the same point
in simulated time using the LDER scenario. | '
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The Ezperiment N

The experiment was conducted in an isolated room, and a “Do Not Eater” sign
v}u placed on the outside of the door to preclude interruptions. Figure 6 shows the
physical setup. The computer was against the wall with the picfnres of the animation
types attached to the wall above the computer. Contral of the computer was maintained
by the researcher, who was seated next to the subject. This allowed the researcher t> start
the mima.'tions and the stopwatch at the same time. The subject was verbally giveh the
purpose of the emperiment and then asked to read the description of the model. While
the subject was reading, the information requested at the top of each form was filled in
by the researcher, and a run number was assigned. Once the description was read and
questions were answered (if any), the animations were described using the pictures. Each
animation was viewed for one minute, which equated to 350 simulated minutes. The
stopwatch was started when each animation began. This allowed the time to be recorded
if the subject identified a problem. If no problem was observed, 60 seconds was entered for
the problem identification time and *no problem observed” was entered for the problem
observed portidn of the form. After vxewmg all the animations, the snbject performed the
pairwise comparisons. The subjective selection of the animation types that communicated
the “best” and the “worst” concluded the experiment. The total time required was 25 to
30 minutes. The pairwise matrix was filled in, and the ra.tmgs were calculated after the

subject lef.

Analyau Methoda

>theAlIPntmgs plns,AnalymofVmce,FactorAnalym delnsterAnﬂyuswu_
performed. The third set of data was the problem data. Simple statistics aud summary - o ;
statistics were calculated for this data also. In addition, the data was analyzed using Anal-

The mal#rm was dmded into three sections based on the type of data. Summary

statistics such as numbers and percentages were calculated for the subjective evaluation

data (aelection of “best” and “worst” animations). The AHP ntings were calcnla.ted using
the SWORD computer program provided by Vidulich (SWOR,D 1989). This progrun also
calculated the § value and the critical S’ va.lue Simple statistics were calculated for
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Figure 6. Room Setup.

ysis of Variance and Cluster Analysis from the animation perspective. Analysis of Variance
was used for analyzing the problem data from the scenario perspective. The animation
perspective looked at the performance of the subjects when viewing the animations with
regard to time of problem identification and accuracy of problem identification by isolating
the animation type. The scenario perspective examined the animation types by ibolating

the scenario,
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1V. Results and Discussion

A total of 47 individuals volunteered to view the animations. Of the 47, 41 were
AFIT students, five were AFIT fnculty; and one was neither. The results from the sub jec-
tive evaluation, including the “best™ and “worst” selections and the pairwise comparison

g (ARP ratings), will be presented first. The results of the objective evaluation (problem

identification accuracy and times) will follow, and a compa.rison of the sub,)ectnve and
objective results will conclude the chapter

Subjective Results

“Best” and “Worst”. '.Only three animation fypen were chosen as communicating the
best: MCI, MI, and M. Two animation types were identified as worst: C and L. Table 3
gives the results for each animation type. '

Table 3. Number of “bect? and “worst” animation types.

- [Rating Cl IIIIEI
Best o 0 37
- [Womst 1] 0 o o o 0

9!

Lo

fﬂle most preferred animation type was MCI, which was selected u‘tl.xe'bes”t 37 txmee _

(79%). Chosen 36 times (77%) as the animation type preferred the least was C.

AHP Ratings. All of the jﬁdgnient matrices’ §? values except one passed the con-
sistency criterion. However, the judgment matrix that did not pass was used. This is
because the S’ value was only shghtly above the critical value. Discussions with Vidulich

revealed that shghtly inconsistent mttrices did not aﬂ'ect the analysis enongh to warrant _: 2

" | not using the data (Vidulxch 1992). lele 4 gves the mean and standard deviation of the o
P r&tingsforuch animation type while F’ngure?isssutterplot of the ratings. Thereis .
A clear distinction between animation typee without movement and ammation types mth .,

‘ movement The subjects demonstnted the highut prefetence for MCL Bowever most _
- }umd um movement was the key to nndmtadmg the model. i
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Table 4. Animation Rating Means and Standard Deviations. e
Statistic] € | 1 | ©F | M | MC | Mi | McI |
Mean | 0.0287 | 0.0353 | 0.0561 | 0.1221 ] 0.1693 | 0.2340 | 0.3544
St Dev | 0.0195 | 0.0130 | 0.0243 | 0.0576 | 0.0478 | 0.0693 | 0.0658
o
2
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Figure 7. Scatter Plot of Animation Ratings. by
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AHP ANOVA. This Analysis of Variance assumed a model of the form

where: ‘

Yi=p+T

e u is the mean of the responses

+ Bj +¢j

o T; are constants for the treatment effects

e Bj; are constants for the block effects

~ ® ¢&;j are independent N(0,0%)

ei=1...,1;5=1,...,

47

2

Thus, the ta.tmgs Y., are assumed to be independent and normally distributed, with mean

l.nd constant variance

E{Y;} =

) =

Each imimation type was a treatment (i =1,.
++»47). So this model determined if there were differences among the animation types
and diﬁerences between subj Jects Ta.ble 5 is the ANOVA table.

o

p+T:+ B;

3

.ey7), and each subject was a block (j =

'hble 5. Analysis of Variance Table for Animation Ratings.

Source “DF SS MS F P
Treatment 6 405716 0.67619 255.61 0.0000
{ Block 46 3.420E-06 7.453E-08 0.00 1.0000
| Error 276  0.73014  0.00264 '
Total 328  4.78731

1 671428

Grand Average

‘ The ANOVA table shows that there i isa dxﬂ'erence between animation types. The
interesting result, though, is that there is no block eﬂ'ect That is, there was no sigmﬁcant
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difference between subjects. A Tukey test for additivity was performed to test for interac-
tion effects between animation type and subject. Since the null hypothesis of the test is no
interaction effects (treatment and block are additive), the F value of 0.04 and the P value
of 0.8370 indicated there was no animation type and subject interaction effects. Table 6
gives the complete results of the test. | |

Table 6. Tukey’s 1 Degree of Freedom Test For Additivity.

Source DF SS F P
Nonadditivity 1 1.126E-04 0.04 0.8370
Remainder 275  0.73003

Figure 8 shows a normal probability plot. The residuals were blotted against the
expected residuals under normality to check the normality assumption. The almost straight
line indicates that the normality assumption is valid. Another requirement for ANOVA
is equal variances for the animation types (treatments). The residuals are plotted against
the animation types in Figure 9. The plot seems to show different variances. However,
therg is a good scastering of the residuals in Figure 10, which shows the residuals versus
the subjects (blocks). ‘

Since the plot of the residuals versus treatxhent for (2) seemed to indicate different
variances, a Bartlett’s test of equal variances was performed after dropping the block
variable. The test indicated that the constant variance assumption for the ANOVAs was
not valid. The test yielded a high x? value (180.31) and a P value of 0.0, s0 the null
hypothesis of equal variances for each animation type was rejected. The results of the test
are shown in Table 7. However, because the sample sizea are the same for each animation
type, the model still can be used. Neter and others assert that the effects of unequal
variances are minimized when the sample sizes are the same. They state, “When the error
variances are unequal, the F test for the equality of means with the fixed ANOVA model
is only slightly affected if all factor level aampie sizes are equal or do not differ greatly”
(Neter and others, 1990:624). |

The Tukey method of multiple comparisons was used to determine if the differenices
between the mean ratings of each animation type were statistically significant. The means

29
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Figure 10. Scatter Plot of Residuals vs Subject (Block).

. Table 7. Bartlett’s Test of Equal Variances for Animation Type

Chi-Square DF P
180.31 6 0.0000
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were tested at a family a level of 0.1. The differences between the mean ratings of the
animations without movement (C, I, and CI) were determined not to be statistically signif-

icant. That is, at the 90% confidence level the means were considered to be the same. Each

of the mean ratings for the animation types with movement (M, MC, M1, and MCI) were

statistically different from each other and the group of animation types without movement.

Thus, the test determined that there were five groups: MCI, MI, MC, M, and (C, I, CI).
Since there was no block effect, and there was no treatment and block interaction

effects, block was dropped. So the model became

Yi=p+Ti+e 3

where:

o 4 is the mean of the responses.
o T; are wmt@ts for the treatment effects
e &;; are independent N(0,0?)

oi=1,..,%j=1,..,47

Agﬁn, the ratings Y;; are assumed to be independent and normally distributed, with mean

and constant variance

- E{Y;} = p+T

Yy} = o

Table 8 is the ANOVA table for (3). This ANQVA also indicated that there is an
effect based on #nimation type. That is,~ there is a diﬁ'mnce in preferences for animation
types. So the ANOVA and associated tests show that animations without movement are
preferred the least. Since these animations did not communicate as well as the animations
with movement, they were nat considered to be high contributors to understanding the
model. Understanding the model operation aids in assessing'faoe validity. Preference for

animations with movement varied basgd on what other upects}of animation were inch:ded
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(color and icon). Movement was judged as a necessary contributor to face validity, but

adding other aspects were judged to improve the performance of movement in communi-

cating ‘ne operaticz of the model.

'I’able 8. One-Way Analysis of Variance Table for Animation Ratings.

Source DF __ SS MS F P
Between 6 4.05716 0.67619 298.21 0.0000
Within 322 0.73014 0.00226

Total 328 4.78731

AHP Factor Analysis. The sample covariance matrix was used for the fac-
tor analysis since all the ratings were in the same units (preference). Three factors were
retained because 93% o, the variance was explained by the first three factors. The eigen-
values, proportion of variance explained, and cumulative proportion of variance explained
are given in Table 9. There was a significant drop from the third to the fourth eigenvalue,

and only a small increase in proportion of variance explained. The three factors that were

kept were varimax rotated and are shown in Table 10.

Table 9. Eigenvalues of the Animation Ratings Covariance Matrix.

Eigenvalue | 0.0081 | 0.0046 | 0.0021 | 0.0008 | 0.0002 | 0.0001

0.0000

Proportion | 0.5088 | 0.2872 | 0.1325 | 0.0501 | 0.0131 | 0.0082

0.0000

Cumulative | 0.5088 | 0.7960 | 0.9285 | 0.9787 | 0.9918 | 1.0000

1.0000

Table 10. Rotated Animation Rating Factors.

| Animation | Factor 1 | Factor 2 | Factor 3 |

M -0.07000 | 0.96439 | -0.18944
C 0.61113 | -0.00739 | -0.04354
I -0.03858 | 0.02393 | -0.27963

M1 -0.82293 | -0.06075 | -0.56269
MC 0.87741 | -0.36355 | -0.13631
CI 0.48971 | 0.08657 | 0.27445
MCI -0.06252 | -0.54858 | 0.82630

S
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~ The animation types which load the highest on Factor 1 are C, MI, MC, and CI. The
sign of MI is opposite to that of the others, though. The animation types C, ClL, and MC
include color and are positive in sign. Although MCI contained color and was negative in
sign like MI, it did not load high on Factor 1. Movement loads the highest on Factor 2, and
MCI and I load the highest on Factor 3; however, -0.28 for I is too small to be considered
‘significant. In addition, MCI loads significantly on Factor 2, but in opposite sign to M,
and Ml loads significantly on Factor 3, but in opposite sign to MCL So Factor 1 appears to
be measuring preference for color, in particular, preference for movement with color versus
preference for movement with icon. Either a subject liked color or not, and this preference
was most evident when color was combined wifh movement. Factor 2 measures preference
for movement alone. Preference for MCI dropped the hmt as preference for M alone
increased. The third factor shows preference for MCI. Aa ’the rating for MCI increased,
the rating for MI decreased. The plots of the factor sé:oree confirm these conclusions.
Figure 11 shows the plot of Factor 1 scores versus Factor 2 scores. The outliers for Factor
1 contrast MC and C with MI. For those on the left, MC and C were rated low, a.nd Ml
was rated high. For the onther on the left, MC and C were rated high, while MI was
rated low. A look at the subjective evaluations also conﬁrms this. The two on the left
that rated MC and C very low chose MI as the best animatlon instead of MCIL. M was
rated extremely high for the three outliers at the ‘top fm{r Factor 2, md‘M was rated low
for the outlying point at the bottom. The plot of Factor 1 versus Factor 3 scores is shown
in Figure 12, The same outliers a.re seen for Factor 1. Factor 3's outliers at the top rated
MCI very high, while the point at the bettom rated MCI q\rite low. Figure 13 contains
the plot of Factor 2 scoree versus Factor 3 scores. The same outliers are seen here, and,
again, the scores in which M was rated high are signiﬁca.ntl); different from the grﬁnp of

 scores. Therefore, the pairwise comparison measured preference for color with movement
versus icon wrth movement, preference for movement, and preferenee for movement, eolor,

~ and icon.

AHP C'luater Analym Three dlﬂ'erent cluster ana.lym techmqnee were used

B . v _/,‘z‘ ) . B i s = \ ;
. \ . N o . l ;.

Complete Linkage, Average Linkage, and Wud’s Minimum Variance. All three techniques

dutered the animations without movement (C, I, and Cl) nght away. There ‘were dxﬂ’er- o
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Figure 11. Plot of Factor 1 Scores vs Factor 2 Scores.

3 S 1 2 3

~ Factor 1

Figure 12. Plot of Factor 1 Scores va Factor 3 Scores,

A8 e LB T T ke R b a o i

it Bt W A B Lt
3 \

Ll i 2 o

w3z e




——

.

Mhigh

2. a1 0 T 2. 3 4

Fignre 13. Plot of Factor 2 Scores vs F‘actof 3 'sm.

, ences in how M, MC MI, a.nd MCI were clustemd The complete linhge technique md
Ward’s minimum variance techmque clustered M and MC then MI with M and MC. Next, -

M, MC, and MI were clusterad with C, l a.ud CL Finany, at a much farther distanoe, MCI

was clustered with all the other animation types. Average linkage was similar except that

MI was clustered with MCl instead of M and MC. MI and MCI were then clnstered with the
remaining animation types at appro:nma.tely double the distance that the other animation
types were clustered. Table 11 showu the clusters and the distance for the complete lmhge
techmque, and Figure 14 is the dendognm for the complete linh.ge ‘A dendogram isa

" graph that shows the groupings and the level at which they were gmuped The dista.nee is
‘the normalized maximum dmtance between two dnsters Ta.ble 12 and F:gure 15 show the

. same for the average linkage technique, and Table 13 and Figure 16 gives the results for _ o
~ Ward’s minimum variance tedmiqne The duta.nee measure for the avenge linhge tech- T

nique is the normalized root-mean-square (RMS) distance, which is “the root-mean squa.re

dhtaneebetweenpﬁrs ofoluecttin thetwoclusteramed with oneobjact from each
. cluster” (SAS Institute Inc., 1989 567) For Ward’s techniqne, the distance measure is the . N
o ‘Sennpartid R~Squated Thxs is the demue in the proport:on ofvarin.nee aceounted for Ll
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after the two groups have been joined and is equal to “the between-cluster sum of squares
divided by the corrected total sum of squares” (SAS Institute Inc., 1989:567).

The cluster analysis yielded results similar to Tukey’s method of multiple compar-
Isons. There was very little difference in preference for animations without movement.

That is, C, I, and CI were not judged to be high contributors to face validity. With re-
gardn to movement, the differences in preferences for M, MC, MI, and MCI were large

» enongh for clustering to occur after C, I, and CI were clustered. Also, for complete linkage
* and Ward’s minimum variance, M, MC, and MI were grouped together before they were

grouped with C, I, and CI. Thus, movement was judged as signiﬁca.nt. As with the factor
analysis, average linkage shows that icon with movement was considered to communicate
better than colp_r with movement. This is seen in that MI was clustered with MCI instead

of M and MC. The primary benefit of the cluster analysis is that it confirmed that all of

the animation typés viritl_lont movement were judged to be basically the same. C, I and CI

were considered to be poor animations to use in communicating the operationv of a model.

Table 11. Complete Linkage Cluster Analysis Results.

[ < Animations Joined | Distance }

Gl 0.154549

C I ClI 0.214065

M, MC 0.604346

M, MC, MI 0.866503

C, 1, CI, M, MC, MI 1.364139
C, I, CI, M, MC, MI, MCI | 2.062868

'I‘;ble 12 Average Lmhge Cluster Ana.‘!ym Reaults '

Ammmons Joined f)istance |
B o | 0.135478
C,LCl 0.184487
- M,MC 0.529770
C L, CL, M, MC 0.662877

. - MI, MCI ‘ 0.888342 |
C, I,CI M, MC, MI MCI | 1.311767

'
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Semi-Partial R-Squared

Table 13. Ward’s Minimum Variance Cluster Analysis Results.

[ Animations Joined | Distance | c
RN o | 0.003059 ‘ - ' M
C 1 ClI 0.006544

M, MC 0.046776

M, , Ml 0.097934

C, I, CI, M, MC, MI 0.284481
C, I, CI, M, MC, MI, MCI | 0.561206
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Problem Results Fb'orn Animation Perspective. |

Summary Statistics. Given an animation type, two items were looked at when

" the problem identiﬁcetion data was analyzed: problem identification time 'end problem
,V identxﬂcmon accuracy. 'I'he AHP ntmgs measured the subjective preference for an anima-
“tion type. The problem data measured the enb)ects objective performance when viewing

the animations. Figure 17 shows the average time (in seconds) that a potential problem
was identified, and Table 14 gives the corresponding numbers. The animations with move-

. ment were consistently lower than those without movement. The percentage of problems
k oorrectly identified is shown in Figure 18. Again, a clear difference can be seen between
- animations without movement and animations thh movement Problema were identified
' correctly just better than 50% of the time when the animation type was C I or CI, whereaa

thepercentcorrectquO%orbetterforM MC Ml a.ndMCI

'l‘able 14. Problem Identxﬁca.tion Txme Mea.na a.nd Standard Devxations

Statistic | C| I |CI| M | MC | MI MCI

Mean 147484636 30 | 33| 34
StDev [15|14|18115] 13 | 16| 16

Subject performance based on nnimetion type malso examined By analyzing the

‘" data when the problems were correctly identified and mcorrectly 1dentiﬁed Given that

the problem was correctly identified, the animations with movement (M MC MI, and

- MCI) overall had a higher number of cortect identifications end a lower average time in
. which those problemu were recogmzed while the animations without movement (C,1,and '

, . Cl) ll\owed just the oppoute Fignre 19 ahows the results grephxcally The greph for the -
R incorrect identifications is sho\vn in Figute 20 Again, with regards to nnmber incorrect, o
" the subjects performed better when the animations had movement However, theaverage ..
* time of an- ineomct identiﬁcatxon m lim!la.r for Ml the anima.txon types with M the o
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| Another question of interest was how many subjects respunded before and after the
animations ended. Since the animations ran for 60 seconds, thc issue was how many
subjects responded within 60 seconds. Figure 21 shows the results. C, I, and CI were
about even. About half reéponded within 60 seconds and about half after 60 seconds. M,
MC, M1, and MCI were quite different. There were significantly more responses within 60

seconds than after 60 seconds.
50,

B Ans Before 60 Sec
Ans After 60 Sec

Figure 21. Number of Problem Identifications Before and After 60 Seconds.

Therefore, when the animations contained movement, the subjects perfofmed better
than when the animations did not contain movement. Unlike the AHP ratings, though,
there did not seem to be any significant difference between M, MC, MI, and MCI.

Animation Perspective ANOVA. This Analysis of Variance assumed the same
model as the AHP ANOVA, which is given in Equation (2). In this case the times ¥;; are

assumed to be independent and normally distributed, with mean and constant variance

E{Y;} = p+Ti+ B,
oMY} = o
43




As before, each ahimétion type was a treatment (4 =1..., 7), and each subject was a block
( =1,...,47). So this model determined if there were differences in subject performance

given an animation type and differences in periormance between subjects. Table 15 shows
the ANOVA table.

Table 15. ANOVA Table for Problem Ideatification Times from Animation Perspective.

Source DF SS = MS F P
Treatment 6 154372 2572.87 14.92 0.0000
Block 46 26524.0 576.61 3.34 0.0000
| Error 276 475864 17245 ‘
- [Total 328 89557.7

Grand Average 1 504590

‘The ANOVA table shows that there is a difference in subject performance between
animation types, and there is a difference in perférmanée between subjects. That is, there
is a block effect. This was expected since there was a variety of subjects, each with a
different idea of what constitutes an efficiency problem. Also, some were familiar with
simulation modeling and animation and some were not. A Tukey test for additivity was
performed to test for interaction effects between animation type and subject. Since the
null hypothesis of the test is no interaction effects (treatment and block are additive), the
F value of 0.05 and the P value of 0.8308 indicated there was no animation type and
subject interaction effects. Table 16 gives the complete results of the test.

Table 16. Tukey’s 1 Degree of Freedom Test For Additivity.

Source DF  SS F P
Nonadditivity 1 7.91337 0.05 0.8308
Remainder 275 47588.5 .

Figure 22 shows a normal probability plot. The residuals were plotted against the
expected residuals under normality to check the normality assumption. The almost straight
line indicates that the normality assumption is valid. Another requirement for ANOVA
is equal variances for the animation types (treatments). The residuale are plotted against

the animation types in Figure 23. The plot seems to show equal variances, and there is a'
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good scattering of the residuals in Figure 24, which shows the residuals versus the subjects
(blocks). Since the block variable could not be dropped because of the block effect, a
Bartlett’s test of equal variances could not be performed.

40 -20 0 2 40
Expected Residuals

Figure 22. Normal Probability Plot of Residuals vs Expected Residuals.

The Tukey method of multiple comparisons was used to determine if the differences
between the mean problem identification times of each animation type were statistically
significant. The means were tested at a family a level of 0.1. The differences between
the mean problem identification times of the animations without movement (C, I, and CI)
were determined not to be statistically ugmﬁcalxt That is, at the 90% confidence level the
means were considered to be the same. Also, tlhe differences between the mean problem
identification times for the animation types witl\x movement (M, MC, MI, and MCI) were
a0t statistically different from each other; however they were statistically different from
the group of animation types without movement. Thus, the test determined that there

were two groups: (MCI, MI, MC, M) ard (C, I, CI).
‘ J

Animation Perspective Cluster Analysis. The cluster ana.ljrsis techniques that
were used with the AHP ratings were also used here: Complete Linkage, Average Linkage,
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Figure 23. Scatter Plot of Residuals va Animation Type (Treatment).
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Figure 24. Scatter Plot of Residuals ve Subject (Block).
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and Ward’s Minimum Variance. All three techniques clustered the animations with move-
ment first. M and MCI were clustered, as were MI and MC. Then all four were clusféred.
C and CI were clustered, then joined with I. This pattern was the same for all the tech-
niques. Table 17 shows the clusters and the distance for the complete linkage technique,

and Figure 25 is the dendogram for the complete linkage. Table 18 and Figure 26 show
the same for the average linkage technique, and Table 19 and Figure 27 gives the results
for Ward’s minimum variance technique. S ’

The cluster analysis yielded results similar to Tukey’s method of multiple compar-

isons. There was very little difference in subject performance for animations without

 movament, and very little difference in subject performance for animations with movement.

That is, movement significantly increased the sub jects ability to discern the operation of the
system. Also, adding color, detailed icons, or both did not increase the subject’sn ability to
understand the opéra.tion of the model, as measured by the average problem identificatior
time. So the cluster analysis confirmed that all of the animation types without movement
were more difficult to interpret than the animations with movement, and movement was

the moset important communication tool.

Table 17. Complete Linkage Cluster Analysis Results for Problem ID Times from Ani-
: mation Perspective. , :

, | Animations Joined [ Distance ]

M, MCI 0.749877

MI, MC 0.801696

C, ClI 0.887343

M, MCI, MI, MC 0.946333
C,CLI 0.974192

M, MCI, MI, MC, C, I, CI | 1.224518

Problems Reaﬂk From Scenario Perspective.

Summary Statistics. As with the problem results from the animation perspec-
tive, two data items were examined: problem identification time and problem identification

accuracy. Whereas‘ the problem data looked at from the animation perspective measured
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Figure 25. Complete I.mkage Dendogram for Problem ID Txmes from Animation
Perspective.

Table 18 Average Lmkage Cluster Analysis Results for Problem ID Times from Anima-

tion Perspectxve

| Animations Joined | Distance |

M, MCI 0.743121

M1, MC 0.794472

M, MCI, M1, MC 0.870167

SN O ¢ | . 0.879348

CCLI 0.957954

| M, MCI, M1, MC, C, 1, CI | 1.087015

Ta.ble 19. Ward's memnm Variance Cluster Analyus Resnlts for Problem lD Txmu

from Animation Perspective.

Animations Joined = Distance )
M, MCI 0.092038 |
MI, MC 0.105198 |
RN o + SN 0.128875
M, MC], MI, MC 0.153779 |
*C, Cl, l“‘ : 0.160969
M, MCI, MI, MC, C, 1, CI { 0.359141 ]
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the performahce of the sub jects given an animation type, the problem data analyzed from
the scenario perspective shows which scenarios were most recognizable to the subjects. 7 ’
Figure 28 shows the average time (in seconds) that a potential problem was identified, and =
Table 20 gives the numbers. Three of the scenarios (FL, LDER, and SLTK) appear to ‘ ~.
have higher times than the others. However, only FL stands out when the percentage of ~

problems correctly identified is examined. These are shown in Figure 29.

Table 20. Problem Identification Time Means and Standard Deviations from Scenario
Perspective.

| LDER [ SITK [ ST [ SL | FT | SLLD
Mean | 46 42 41 35|37 36 36

St Dev | 16 17 14 | 20|17 16 12

Time in Sec

Figure 28. Average Time to Identify Potential Problem from Scenario Perspective.

| rio Perspective ANOVA. This Analysis of Variance assumed the same
model as the AHP ANOVA and animation perspective ANOVA, which is given in Equation
(2). In this the times Y;; are assumed to be independent and normally distributed,

i
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Figure 29. Percentage of Problems Correctly Identified from Scenario Perspective.

with mean and constant variance

E{Y;;} = p+Ti+B;
oY} = o

In this case, however, each scenario was a treatment (i = 1,...,7), and each subject was

a block (j = 1,...,47). So this model determined if there were differences in subject
performance among the scenarios and differences in performance between subjects. The
purpose of this ANOVA was to determine if there was a statistical difference in subject
performance between thé scenarios. Table 21 is the ANOVA table. S |

Table 21. ANOVA Table for Problem Identification Times from Scenario Perspective.

[ Source DF___ S§ MS F P
Treatment 6 509644 849.407 4.00 0.0008
Block 46 262430 570.500 2.68 0.0000
| Error 276 58650.9 212.503

Total 328 89990.4

Grand Average 502700
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The ANOVA table shows that there is a difference in subject performance between
scenarios, and there is a difference in performance between eubjects. That is, there is

a block effect. A Tukey test for additivity was performed to test for interaction effects

between scenario and subject. Since the null hypothesis of the test is no interaction effects

(treatment and block are additive), the F value of 0.14 and the P value of 0.7114 indicxted

there was no scenario and subject interactnon eﬂects Table 22 g:ves the complete results
of the test. '
Table 22. Tukey’s 1 Degree of Freedom Test For Additivity.
[Source DF S5 F P
| Nonadditivity 1  29.246 0.14 0.7114
| Remainder 275 58621.7

Figure 30 shows 1\ hormal probability plot. The residuals were plotted against the
expected residuals urder normality to check the normality assumption. The almost straight
line indicates that the normality assumption is valid. Another requirement for ANOVA

is éqnal variances for tho ;anaﬁoa (tmfmentu). The residuals are plotted against the

scenarios in Figure 31. The plot seems to show equal variances, and there is a good
scattering of the residuals in Figure 32, which shows the residusls versus the subjects
(blocks). As with the ANOVA for ** + problem identification times from the animation
perspective, a Bart!ett’s test of equl variances could not be performed because of the

block effect. ‘ , ‘
The Tukey method of maultiple compa.mona was used to determme if tke d:ﬁ'erences

_ between the mean problem identxﬁcatxon times of each scenario were statistically signifi-
" cant. The means were tested at a fzmnly a level of 0.1. The differences between the mean

problem identification times for FL LDER, and SLTK were determmed not to be statis-
tically significant. That is, at the 90% oonﬁdence level the means were considered to be

‘the same. Also, the differences between the mean problem identification times for SL, FT,
. SLLD, and ST were not statistically dxﬂ'erent from each other. Thus, the test determined
that there were two groups: (FL, Lm:n, svrx) and (SL FT, SLLD, ST). Tis gmping"
"hadbeensuggutedbyl“igurezs ' SN
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| explained. The times for FL were higher on the average because this scenario was an under
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 Figure 32. Scatter Plot of Residuals vs Sub,)ect (Block).

The higher average problem identification times for FL, LDER, and SLTK can be

utilization problem. In FL the loaders were faster, which caused more loader idle time.

* This caused a higher average proi)lem identification time (and lower problem identification

accuracy) because fewer sub Jects recognized idle loaders as a problem Many thought

* there was no problem with FL. In FT the trucks were faster, which caused more truck

\ idle time; however, most recogmzed thu nnder ntxlizatxon This is probably becanse the

 trucks waited in line for loads. So two or more trucks wa.mng to load (m the middle of

- the computer screen) were more obvious than two loaders (at the bottom of the computer ‘

screen) waiting in separate locations. Another possibility is the subjects did not recognize

the idle loaders beca;gse they were not truly “system experts”. LDER had a higher average -

problem identification time because no problem could be seen in the animations without

- movement (C, I, and CI). The only problein'in LDER was a backup of loads, which was not

shown in C, I, and CI Thus, usually the full 60 seconds would elapse without a problem :
identification. The load queue was not included in the icon-only animation (I) because

the researcher was uncertain how to show the load queue without movement. It waspot
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shown in the color-only arimation (C) because that would have required two different color
keys on thé screen. The reasons for not including the load queue in C and I also apply to
CIL In retrospect, however, there should have been some representation of the load queue
in the animations withovi movement. The average problem identification time for SLTK
was higher becanse the hackup of loads caused by the one slow truck showed up later in
the animation. Therefore, the prot’em of backup of loads could not be idé;xtiﬁed as early
as problems in the other scenarics. The problem of having one slow truck could have
been identified early, though. It is interesting that very few subjects recognized one truck
being slower than the others as 2. problem. Most subjects focused on the loading area only
(for animations with movemeni) and did not notice that one truck was consistently being

passed. That is, one truck was consistently taking much longer to haul, dump, and return. '

Therefore, looking at the data from the scenario perspective suggested several things.
First, animation may not tell the whole story. Also, several animations should be developed '
that show the system from different perspectives. For instance, with LDER, the animations
without movement did not show the problem with the system (buildup of loads), and
with FL and SLTK, some areas of the computer screen were not given as much attention ;
as others. The latter implies breaking up the system into several views. That is, view
animations that zoom in on certain areas as well as view animations that give an overview

of the complete system.

Comparison of Subjective and Objective Results

For the animations without movement (C, I, and CI) the subjective and objective
results match well. These animation types were rated as poor communicators and the
sub jects’ perfomiance when viewing the animations without movement agreed with those
ratings. There was a clear distinction between the animations with movement (M, MC,
MI, and MCI) and the animations without movement'in both the sub jective and objective
results. M, MC, MI, and MCI were much preferred over C, I, and CI, and the subjects per-
formed significantly better when viewing the animations with movement. However, given
that‘ there was movement in the animation, the subjective and objective results differed.

The subjects preferred movement as the primary communication tool, but the subjects




rated communication higher as color and detailed icons were added to the animations.
MCI was selected 79% of the time as the animation that communicated the best, and MCI
was rated the highest in the pairwise comparisons. The objective results showed, though,
that there was no difference in subject performance for any of the animations with move-
ment. Therefore, even though the subjects preferred a more detailed animation, moirement

was the primary factor,

Table 23 summarizes the comparison' of the subjective and objective results and
summarizes the result of this chapter b& showing the animation groupings from the Tukey
method of multiple comparisons. C, I, ard ClI were collectively judged to eommunicaté
poorly, and the subjects did not perform well whexi viewing these animation types. Ai-
though movement was considered by the subjiects to be important, their preferences in-
creased as color and detailed icons were added. With regard to subject performance,

however, there was no difference between the‘ animations with movement (M, MI, MC,

MCI).

Table 23. Animation Groupings for Subjective and Objective Evaluations.

I Evaluation || Groups Formed
C L Cl
M
MC
Mi
Mt
-G, I, Cl
M, MC, MI, MCI

Objective




V. Conclusions and Recc 1mendations

Conclusions

Summarj. As stated in Chapter 1, animauon is a communication tool that can hélp
in establishing a model’s face validity. Since communicating the operation of a simulation
model to the system experts is necessary to determine face validity, this research looked
at three ispects of animation (color, detail of icons, and movement) to determine which
ones were the most useful for commaunicating the operation of a simulation model. This
ability to communicate was measured both subjectively and objectively. The subjective

measures were a selection of “best” and “worst” animation types where “best” and “worst”

referred to how well an animation communicated, and a pairwise comparison of the ani- -

mation types which resulted in preference ratings for each animation. There were seven
different scenarios containing various problems with the system. The objective measures

were subject problem identification accuracy and time delay of probiem identification.

Results. The results showedi that movement was the most important aspect of anima-
tion. Animations with movement were much preferréd over animations without movement,
and the subjects identified broblems more accurately in less time when viewing anima-
tions with movement than animations without movement. Whereas there were differences
among the AHP ratings for M, MC, MI, and MCI, there was no difference among these
animations with regards to subject performance. Further examination of the AHP ratings
revealed that, given movement, detailed icons were preferred over color. Also, those who
liked detailed icons did aot like color, and those who liked color did not like detailed icons.

However, most preferred havmg movement, color, and detailed icons.

The potential for bias in the results should be mentioned here. Looking back, it is
possible that movement was shown to be most important because of thé scenarios used.
Since the problems associated with each scenario were primarily utilization problems, they
might have shown up easier with movement than with color or detailed icons. Other types
of problems (such az a truck leaving empty) might have been seen more quickly with

color or detailed icons than with movement. Nevertheless, some or all of the problems
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associated with each scenario (except for the LDER scenario as discussed in Chapter 4)

could be identified in each animation type.

Additional 053crvations. The simulation model used in this experiment was chosen
because it was simple and concise. However, the model was not designed with animation in
mind. Several modifications and simplifications were made to the model so that is could be
animated. Looking back, a couple of the modifications might not have been needed if the
researcher had had more experience with animation and with Proof. Nevertheless, some
model modifications would still have been required. The primary addition to the model was
the ability to keep track of the trucks and loaders. Creating the animation trace files would
have been easier if each separate movement of an entity had been explicitly modeled. As
described in Chapter 3, the loadihg times had to be artificially divided to account for the
various movements required by the loaders. Therefore, if a modeler anticipates animating
a model, this should be kept in mind when designing and coding the model. The modeler
should make certain, though, that the system being modeled determines the model design

and not animation considerations.

Finally, even though the initial aim of this study was to examine animation’s role in
establishing face validity, the contribution of animation to face validity was not what was
actually measured. The simulation .model that was used vwa.s assumed to be valid; therefore,
the subjects could not judge the model’s face validity. In the context of face validity, the
research examined which aspects of animation best communicated the operation of the
model. So the result that using movement in animations is important applies, not only
to face validity, but also to other validation and verification techniques. In addition, this
result applies to any other areas in which animation could be used, such as communicating

the model to a decision maker.

Recommendations for Further Study

Several aspects of animation that were not considered in this study (such as graphs
and speed of animation) were mentioned in Chapter 1. The aspects of animation that were

not examined, plus what was learned during this research suggest the following studies:
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o Repeat this research with a larger simulation model of an actual system. That is,
investigate movement, color, and detail of icons with a model of a more complex,
real world system. The model should have more simultaneous activities and a larger
number of entities. Using this type of model would allow real “system experts” to rate
the animations. Also, the results from this type of study would assist in determining

whether the results of this study hold for a more realistic scenario.

¢ Investigate the use of graphs alone or in combination with other aspects of animation.

This research could address such questions as:

1. Is a graph showing queue status necessary when the actual entities can be seen
waiting?
2. What information can be displayed with graphs that can not be displayed with

the aspects of animation investigated here?
3. Is the unique information displayed by graphs critical?

4. Do graphs improve communication or become distractions?

o Examine the impact of the viewing speed of the animations. Many times during
the viewing of the animations without movement, the subjects commented that the
icons or colors were changing too fast. How would have the subjects performed if the
animations without movement had been slower? Is there an optimal viewing speed,

and can it be determined?

o Study the usefulness of color in communicating when the colors have well known
meanings in the context of the system being modeled. For instance, in thie study,
the colors were assigned arbitrarily. White represented an idle truck or loader, and
red represented a loaded truck or loader. These were subjective color assignments.
What if, in the system modeled, red meant stop (as on a traffic light or stop sign),
or red meant hot? When there is meaning to the colors, the importance of color as

a communication tvol might increase.
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Appendix A. Data Collection Forms

This appendix shows the data collection forms used. Page 61 displays the form used
to document which scenario and animation was viewed, the time required to identify the
problem, and the problem identified. The pairwise comparison data collection instructions,
examples, and form follow on page ;2 through page 64. Page 65 shows the pairwise matrix
form. The model description ends this appendix and begin on page 66.




Sééﬁario/ Animation Viewing

Name: Date:

Student _ Faculty Other —

Scenario: —__ Animation: —_ Problem ID Time:
Problem Observed:

Scenario: .. Animation: — Problem ID Time:
Problem Observed:

Scenario: — Animation: .___ Problem ID Time:
Problem Observed:

Scenario: — Animation: Problem ID Time:
Problem Observed:

Scenario: Animation: — Problem ID Time:
Problem Observed:

Scenario: —_ Animation: — Problem ID Time:
Problem Observed:

Scenario: — Animation: . Problem ID Time:

Problem Observed:

.Best Animation for Face Validity: —

Worst Animation for Face Validity:
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Animation Pairwise Comparison

The pairwise comparison of the animations allows you to rate ar animation’s ability to
communicate the model’s operation against the ability of another animation. This allows
the relative merits of the animations to be quantified. Since there are seven animations, you
will perform 21 pairwise comparisons. After you have completed the first few comparisons,
I will briefly interrupt you. This is so I can relate back to you one or twe of your responses
to verify that I have communicated the instructions properly. Feel free to go back and
erase a previous response if you think it needs adjusting. The order of your responses is
not important. What I need is a completed form that reflects your bes* compmson of the

animations.
As & reminder, the animation types are:

o M - Movement. Simple icons that move but do not change level of detail or color.
o I-Icon. Icons change level of detail but do not move or change color.
. e C- Color. Simple icons that change color but do not move or change level of detail.

e MI - Movement and Icon. Icons move and change level of detail but do not change
color.

e MC - Movement and Color. Simple icons that move and change color but do not
change level of detail.

¢ Cl - Color and Icon. Icons change color and level of detail but do not move.
¢ MCI - Movement, Color, and Icon. Icons move and change color and level of detail.

The pictures of each type of animation are available for you to look at while you are

performing the comparisons. The next page gives some pairwise companson examples,
and the final page is the pairwise comparison form.
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Pairwise Comparison Examples

Animation A and Animation B have equal contribution to face validity.
205> >>> >> >

<< << <<L<L

]
A

Animation A contributes slightly more to face validity than Animation B.
SO>> >>> >> > = < << <<<  <<<L<

Animation A contributes somewhat more to face validity than Animation B.
2DO>> >>> >> . > = < << <<< <<L<L<L

Animation A contributes much more to face validity than Animation B. -
2DO>> >>> >> > = < << <<< <<L<L<L

Animation B contributes slightly more to face validity than Animation A. o
>>>>  >>> >> > = < << <<< <<
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Pairwise Matrix

Run: .

Date:

Name:

Ratings

N
N

MI MC CI MCI

NN

I

N

RN
NHTTININ

C

N

M

/%%

NN

N\

N
N
= B

E

N\
NN
(3]

g

PorF

$2=




A Truck Hauling Situation

The system modeled consists of one bulldozer, four trucks, and two man-machine loaders.
The bulldozer stockpiles material for the loaders. Two piles of material must be stocked
prior to the initiation of any load operation. In addition to the two loads of material, a
loader and an unloaded truck must be available before the loading operation can begin.
There is room in the loading area for only one truck and one loader. After a truck is
loaded, it is hauled and theu dumped. It must be returned before the truck is available
for further loading. Also, the dumping area can only accommodate one truck. Following a
loading operation, the loader must return to its idle position before it is available to begin
loading again. The diagram below shows the flow of the system.

TrockRetum

T O T A TN T T R T IT TR MORe TAT e

Trucks
Bulldozing Loading Haulin Dumping
A—sas L A AL A —
Loaders

Loader Return

You, as the owner of the trucks, loaders, and bulldozer, requested a simulation to study'

the efficiency of yovr operation. My job as the simulation model builder is to communicate
to you the operation of the model so that you can determine whether the model accurately
reflects your application. This procedure is establishing the face validity of the model.
I have decided to use animation to relate how your system is modeled. You will view
seven different animations of the model. While viewing the animations, try to determine
whether there is a problem with the system. Any particular animation may or may not
exhibit a problem. Problems could include over or under utilization of the trucks, loaders,
or bulldozer; a large build-up of loads; an inadequate number of trucks, loaders, and
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bulldozers; or a combination of these. After all the animations have been viewed, you
will perform a pairwise comparison of each type of animation. That is, you will compare
how each type of animation communicates the operation of the system (face validity) with
every other type of animation.

The types of animation are:

o M - Movement. simple icons that move but do not change level of detail or color.
o 1. Icon. Icons change in level of detail but do not move or change color.

e C - Color. Simple icons that change color but do not move or change in level of
detail. '

e MI- Movement and Icon. Icons move and change in level of detail but do not change
color.

e MC - Movement and Color. Simple icons that move and chinge color but do not
change in level of detail.
e CI - Color and Icon. Icons change color and level of detail but do not move.

e MCI - Movement, Color, and Icon. Icons move, change color, and change level of
detail.

The above abbreviations will be used to identify each animation. Using pictures I will
describe the layout of each animation. When viewing the animations, speak out as soon
as you think you have discovered a problem (such as saying “I got it”). Feel free to ask
questions before you begin viewing the animations. Let me know when you are ready to
start. :

i
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Appendix B. SAS Output

This appendix contains the SAS output used in the analysis. The SAS command file
begins on page 69, and the output listing begins on page 71. The data sets used are:

e GMEANS - AHP ratings for each animation type.

¢ GMEANST - AHP ratings transposed. That is, instead of the ratings for each
animation type being in columns, the ratmgs are in rows. This transformation was
necessary for the cluster analysis.

e PROBS - Problem data from animation perspective. Each animation type had an
accuracy variable and a time variable. For instance, for M, MP contained the prob-
lem accuracy data (0 for incorrect, 1 for correct), and MT contained the problem
identification times.

e RPROBS - Problem data for the correct xdentlﬁca.tlons only. D1 through D7 were
used for the problem identification accuracy data because that data was not needed
(all were 1).

e WPROBS - Problem data for the incorrect identifications only. D8 through D14 were
used for the problem identification accuracy data because that data was not needed
(all were 0). _

o INTIME - Problem data ‘n which the subject responded before 60 seconds had
elapsed. For example, MNA contains the movement animation (M) problem ac-
curacy data, and MNT contains the problem time data for M.

o OUTTIME - Problem data in which the subject responded before 60 seconds had
elapsed. D15 through D21 were used for the problem identification time data because
- that data was not needed (all were 60). : :

¢ PROBST - Problem identification times transposed for cluster analysis.

¢ SCENARIO - Problem data from scenario perspective. Each scenario had an accu-
racy variable and a time variable. The variables follow the same pattern as PROBS.
For example, LDERP contained the problem accuracy data for the LDER scenario,
and LDERT contained the problem identification times for the LDER scenario.




R4

OPTIONS LIKESIZE=78;
DATA GMEANS;
"~ INPUT M C I MI MC CI MCI;
YINCLUDE MEANS;
DATA GMEANST;
INPUT P1-P4T;
YINCLUDE MEANST;
'DATA PROBS;
INPUT MP MT CP CT IP IT MIP MIT MCP MCT CIP CIT MCIP MCIT;
LINCLUDE PROBS;
DATA RPROBS;
INPUT Di{ MRP D2 CRP D3 IRP D4 MIRP D5 MCRP Dé CIRP D7 MCIRP;
YINCLUDE RPROBS;
DATA WPROBS;
INPUT D8 MWP D9 CWP D10 IWP Di1 MIWP Di2 MCWP D13 CIWP D14 MCIWP;
LINCLUDE WPROBS;
DATA INTIME;
INPUT MNA MNT CNA CNT INA INT unu nm' ncn MCET CINA CINT MCINA MCINT;
YINCLUDE INTIME;
DATA OUTTIME; ‘
INPUT MOA D15 COA D16 IOA D17 MIOA D18 MCOA D19 CIOA D20 MCIOA D21;
YINCLUDE OUTTIME;
DATA PROBST;
INPUT T1-T47;
LINCLUDE PROBST;
DATA SCENARIO;
INPUT LDERP LDERT SLTKP SLTKT SLLDP SLLDT FTP FIT m FLT SLP SLT S1 STT;
YINCLUDE SCENDAT;
PROC PRINT DATAsGMEANS;
PROC MEANS DATA=CMEANS;
PROC FACTOR DATASGMEANS NFACTORSs3 METHOD=PRIN COV ROTATE=VARIMAX
OUT=SCORES;
VAR M C I NI MC CI NCI;
PROC PRINT DATA=SCORES;
VAR FACTOR1 FACTOR2 FACTOR3;
PROC PLOT DATA=SCORES; H
PLOT FACTOR2#FACTOR1 FACTOR3sFACTOR1 ncronstncroaz-
PROC CLUSTER DATA=GMEANST METHOD=COMPLETE;
PROC TREE;
PROC CLUSTER DATA=GMEANST mnon-wzmcz PSEUDO;
PROC TREE;
PROC CLUSTER DATA=GMNEAEST METHOD=WARD PSEUDO;
PROC TREE;
PROC PRINT DATA=PROBS; .
VAR MP MT CP CT IP IT MIP MIT MCP MCT CIP CIT MCIP MCIT;
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PROC MEANS DATAsPROBS;
PROC PRINT DATA=RPROBS;

VAR NRP CRP IRP MIRP NCRP CIRP NCIRP;
PROC MEANS DATA=RPROBS; |

VAR MRP CRP IRP MIRP MCRP CIRP MCIRP;
PROC PRINT CATA=WPROBS; ‘

VAR NWP CWP IWP MINP MCWP CIWP MCIWP;
PROC MEANS DATASWPROBS;

VAR MVP CWP INP MIWP MCWP CIWP MCIWP;
PROC PRINT DATASINTIME;

PROC MEANS DATA=INTIME;
PROC PRINT DATA=OUTTIME;

VAR MOA COA IOA MIDA MCOA CIOA MCIOA;
PROC MEANS DATA=OUTTIME;

VAR MOA COA IOA MIOA MCOA CIOA MCIOA;
PROC CLUSTER DATA=PROBST METHOD=COMPLETE;
PROC TREE;
PROC CLUSTER DATA=PROBST METHOD=AVEKAGE PSEUDO;
PROC TREE;

PROC CLUSTER DATA=PROBST METHOD=WARD PSEUDO;
PROC TREE;
PROC PRINT DATASCENARIO;

* PRi.C MEANS DATA=SCENARIO;




The S35 Systea 1

(1:2] n c I
1 0.072 0.020 0.033
2 0.072 0.018 0.07¢
3 0.206 0.019 0.028
4 0.104 0.020 0.033
] 0.091 0.020 0.061
L 0.117 0.019 0.038
7 0.109 0.017 0.028
8 0.173 0.038 0.024
9 0.037 0.038 0.039

10 0.111 0.022 0.030
1 0.047 0.016 0.033
12 0.119 0.042 0.019
12 0.074 0.016 0.024
14 0.186 0.012 0.036
16 0.136 0.100 0

18 0.256 0.030 0.020
17 0.117 0.026 0.063
18 0.128 0.021 0

19 0.116 0.022 0

0.088 0.026 0

0.145 0.025 0.065
0.154 0.021 0.029
0.112 0.022 0.033
0.1185 0.022 0.033
0.116 0.015 0.028
0.147 0.020 0.026
0.348 0.017 0.038
0.126 0.019 0.030
0.087 0.015 0.038
0.107 0.03¢ 0.016
0.131 0.026 0.037
0.096 0.029 0.066
0.033 0.054 0.021
0.072 0.114 0.024
¢.078 0.023 0.029
0.106 0.045 0.039
0.142 0.047 ¢.040
0.114 0.018 0.030
0.156 0.023 0.023
0.088 0.026 0.022

RELEOR2BVBURBREYaLRNRRRRUNNY

0.070 0.042 0.025
0.123 0.015 0.034
¢.183 0.046 0.062
0.097 0.020 0.044
0.099 0.020 0.038
0.280 0.024 0.049
0.123 0.019 0.030

PIRE P 2T PRI B W I R (T YD DR T Tl S0 S (R S

10:54 Thursday, December 17, 1982
N ne CcI NCI

¢.212 0.200 0.064 0.399
0.243 0.197 0.068 0.32¢
0.275 0.168 0.031 0.276
0.246 0.152 0.043 0.402
0.214  0.18C 0.073 0.37¢
0.273 0.111 0.058 0.384
0.326 0.084 0.039 0.397
0.234 0.137 0.057 0.338
0.130 0.231 0.102 0.426
0.237 0.141 0.047 0.413
0.176 0.159 0.085 0.484
0.194 0.213 0.071 0.342
0.248 0.181 0.039 0.418
0.421 0.083 0.024 0.267
0.129 0.166 0.124 0.306
0.126 0.13¢ 0.144 0.287
0.291 0.148 0.034 0.321
0.246 0.112 0.041 0.406
0.243 0.174 0.063 0.347
0.202 0.158 0.039 0.463
0.244 0.264 0.085 0.221
0.223 ¢.223 0.028 0.323
0.336 0.154 0.048 0.297
0.287 0.158 0.039 0.346
0.278 0.138 0.044 0.383
0.341 0.138 0.033 0.296
0.241 0.093 0.034 0.232
0.173 0.240 0.041 0.374
0.295 0.137 0.054 0.373
0.219 0.267 0.031 0.325
0.148 0.16. 0.064 0.434
0.285 0.154 0.070 0.301
0.260 0.238 0.061 0.332

.065 0.272 0.095 0.360
54 0.166 0.078 0.473

]
0.1

0.213  0.162 5.068  0.378
0

.242  0.131  0.058  0.339
0.250 0.150 0.043  0.395

0.360 6.104 0.046 0.288
0.131  0.226  0.043  0.465
0.162 0.262 0.063  0.386
0,280 0.148 0.041  0.369
03\232 0.139 .0.082 0.236
0.164 0.193  0.067 0.415
0.291  0.144 0.064  0.354
0.179  0.216 0.036  0.216
0.246 0.165 0.037  0.389
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The SAS Systes ‘ 3 .
10:64 Thursday, December 17, 1992 . *

Initial Factor Method: Principal Components

Prior Communality Estimates: O¥E

Rigenvaluese of the Covariance Matrix: \
Total = 0.01587276 Avexrage ~ 0.00226754 : :
§
1 2 3 4 ,j
Rigenvalue 0.0081 0.0046 0.0024 0.0008 ]
Diffexrence 0.0035 0.0025 0.0013 0.0006 o
Proportion 0.6088 0.2872 0.1325 - 0.0501 e
Cumulative 0.5088 0.7960 0.9285 0.9787 - "‘q‘
5 6 7 A
Eigenvalue 0.0002 0.0001 0.0000 :
Difference 0.0001 0.0001 o
Proportion 0.0132 0.0082 0.0000 )
Cumulative 0.9918 1.0000 1.0000 P
A
3 factors vill be retained by the NFACTCR criteriom. R S

Factor Pattern ) -
Plﬂdll FACTOR2 FACTOR3

~0.67140 0.56869 0.4435% ' 1

N
¢ 0.30724 0.47428 -0.23686 _ R
1 ~0.21608 0.02452 -0.18149 R
n -0.78181 -0.59349 -0.18454
n 0.57950 0.47349 <~0.60049
e 0.39917 0.39295 0.09424
xc1 0.79631 -0.50530 0.31587
Variance explained by each factor W
S
FACTORL PACTOR2 PAGTOR3 B
Veighted  0.008076 0.004559 0.002104
Unweighted 2.%22774 1.535019 0.78903§ /o
Final Communality Estimates and Variable Weights v
Totzl Communality: Weighted = 0.014738 Unweighted = 4.654828 o
,/'/ .
n ¢ 1 n e
Commmality 0.970T76 0.375436 0.080253 0.997622 T
Veight 0.00331¢ 0.000378 0.000168 0.004808 S
-
x c nex , T
Communality 0.920895 0.322632 0.987616 LT
Veight 0.002286 0.000589 0.004329 Lo V2
Vo /f
T
/7‘.
3
- b o ’\\_ -~ ’\— \\ e \ ; K - o
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10:54 Thursday, Decesber 17, 1992

The 84S Systea :

Rotation Method: Varimax
Orthogonal Transformation Matrix
1 2 3

i 0.54283 -0.52861 0.65262
2 0.77336 0.61765 -0.14296
3 =0.32762 0.58230 0.74408

Rotated Factor Pattern

PACTORI FACTOR2 PACTOR3

=0.07000 0.96436 -0.18944
0.61113 -0.00739 -0.04354
-0.03858 0.02393 ~0.27963
«0.82293 -0.06076 -0.56269
0.87741 -0.36355 -0.13631
0.48971 0.08667 0.27445
-0.06252 -0.54868 0.82630

ESSHHQI

Variance explained dy each factor
PACTORY FACTOR2 FACTOR3
Vaighted  0.006332 0.004709 0.004697 . P
Unweighted 2.070657 1.374910 1.209262 -
Final Commumality Estimatss and Variable Weights _ :
Total Communality: Weighted = 0.014738 Unweighted = 4.654828 "
| c 1 :
Communality 0.970776¢ 0.375436 0.080253 0.997622 ’ ) /
Veight 0.003314 0.000378 0.000188 0.004808 /
n 141 Ker ‘ /
Cosmunality 0.920595 0.322632 0.987616
‘Height 0.002286 0.000589 0.004329
Scoring Coefficients Estisated by Regression
Squared Multiple Correlations of the Variables with each Pactor ' Ty

FACTORT FACTORZ FACTOR3 i -
1.000000 1.000000 1.000000 ‘ : ; g

(L]
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The SAS Systez 5
10:54 Thursday, Deceaber 17, 1992

Rotation Method: Varimax

Standardized Scoring Coefficiants

FACTOR: FACTOR2 FACTOR3
| -0.06874 0.80778 0.28096
c 0.05222 -0.00810 ~0.027%4
I 0.00302 -0.00561 -0.01389
14 -0.59858 -0.38613 -0.52808
ne 0.48634 -0.32001 -0.41238
CI 0.04644 0.03134 0.03139
XCI -0.35261 ~-0.14324 0.83040
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The SAS System
10:54 Thursday, Deceaber 17, 1992

FACTOR1 FACTOR2

0.20699  -0.86848

0.41129  -0.87436

-0.10170  1.09098
-0.56469  -0.32118
0.23733  -0.41422

-1.10447  0.04215
-1.94219  -0.23229
-0.26817  0.96796
1.34803  -1.12803

-0.65264  -0.11766
-0.20344  -0.90023
0.92024  -0.06585

-0.36267  -0.98188
-2.16416  0.16721
1.44181  0.94893

1.01814  2.93499

-0.56993  ~0.21268
-1.00116  0.27298
0.01189  -0.15656

-0.42773  -0.47789
1.45968  -0.01932

0.70139  0.18718

-0.74331  -0.48370
-0.67107  -0.31938
-0.90644  -0.20446
-1.02391  0.06770
-0.48460 ' 3.88417
1.08930  -0.13779

-0.95876  -0.65489
1.26348  -0.74532

0.25584  0.50128

-0.24719  -0.44104
0.76965  -1.80443

2.82206  ~0.44477

0.08196  -0.36963

0.04668  -0.13166

-0.34220  0.51716
-0.69833  -0.17240
-1.46788  0.34997
0.87045  -0.53515

1.68696  -0.96398

-0.70490  -0.12446
-0.01177  0.64370
0.54622  -0.23917

-0.75005  -0.47180
1.48278  2.48058

-0.05241

-0.49877
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FACTOR3

' 0.24602

-0.92352
=0.90960
0.56797
0.13500
0.56772
0.561099
0.31962
0.77736

0.90990

1.85896
-0.22662
0.36834
-1.63606
9.26029
1.00966
-0.75004
1.06652
-0.23989
1.63791
-2.39613
-0.63886
-1.40970
-0.45719
0.27272
-1.16823
0.15069
0.13130
-0.10876
-1.19473
1.79467
~1.07830
-1.52314
0.16445
1.97096
0.41209
0.14301
0.52130
-1,06101
1.52719
-0.04258
-0.10293
-1.48063
0.98802
-0.32710
-0.99428
0.46764




FACTOR2 |
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The SAS Systen
10:54 Thuraday, December 17, 1992
Legend: & = 1 obas, B » 2 obs, etc.

Plot of FACTOR2«FACTORL.
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The SAS Systea ‘
10:54 Thursday, December 17, 1952
Plot of FACTOR3sFACTORL. Legend: A = 1 obs, B = 2 obs, stc.
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The 8AS Systea 9

10:54 Thursday, December 17, 1992
Plot of FACTOR3#FACTOR2. Legend: A = 1 obs, B = 2 obs, etc.
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The SiS Systea 10
10:54 Thursday, Decesber 17, 1992
Complete Linkage Cluster Analysis

Rigenvalues of the Covariance Matrix
Eigenvalue Difference Proportion Cumulative

1 0.697871 0.638318 0.874651 0.87465
2 0.0695E3 0.037618 ) 0.074639 0.94929
3 0.022035 . 0.0071566 0.027617 0.97691
4 0.014879 0.012880 - 0.018648 0.995656
6 0.001999 0.000452 . 0.002608 0.99806
6 0.001547 0.001547 0.001939 1.00000
7 0.000000 0.000000 0.000000 1.00000
8 0.000000 -~ 0.000000 0.000000 1,00000
9 0.000000 0.000000 0.000000 1.00000
10 0.000000 0.000000 0.000000 1.00000
‘11 0.000000 0.000000 0.000000 1.00000
12 0.000000 0.000000 0.000000 1.00000
13 0.000000 0.900000 0.000000 1.00000
14 0.000000 0.000000 0.000000 1.00000
16 0.000000 0.000000 0.000000 1.00000
16 0.000000 0.000000 0.000000 1.00000
17 0.000000 Q. 000000 0.000000 1.00000
18 0.000000 0.000000 0.000000 1.00000
19 0.000000 0.000000 0.000000 1.00000
20 0,000000 0.000000 0.000000 1.00000
21 0.000000 0.000000 0.000000 1.00000
22 0.000000 0.000000 0.000000 1.00000
23 0.000000 0.000000 0.000000 1.00000
4 0.000000 9,000000 0.000000 1.00000
28 0.000000 0.000000 0.000000 1.00000
26 0.000000 0.000000 0.000000 1.00000
7 -,000000 0.000000 «.000000 1.00000
a8 ~.000000 0.000000 =.000000 1.00000
29 ~.000000 0.000000 ~.000000 1.00000
30 ~.000000 0.000000 ~.000000 1.00000
a -.000000 0.000000 -,.000000 1.00000
32 =.000000 0.000000 -.000000 1.00000
3 ~.000000 0.000000 -.000000 1.00000
M ~.000000 0.000000 =.000000 1.00000
38 ~,000000 0.000000 =.000000 1.00000
38 =.000000 0.000000 =.000000 1.00000
7 ~.000000 0.000000 =.000000 1.00000
as -.000000 0.000000 -.000000 1.00000
39 - =,000000 0.000000 «.000000 1.00000
40 «.000000 0.000000 -.000000 1.00000
41 ~.000000 0.000000 ~.000000 1.20000
412 ~.000000 0.000000 -.000000 1.90000
43 =.000000 0.000000 =.000000 1.00000
4“4 ~.000000 0.000000 -.000000 1.00000
45 =.000000 0.000000 =.000000 1.00000
46 -~.000000 0.000000 -.000000 1.00009
47 -.000000 . -.000000 1.00000
Tont-Mean=-Square Total-Sample Standard Deviation = 0,130293
Mean Distance Between Ubservations = 1.1073566
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The SAS Systea 11

10:54 Thursday, December 17, 1992

Complete Linkage Cluster Analysis

Number Frequency Normalized
ot of New Haximum
Clusters Clusters Joined Cluster Distance Tie
6 0B2 oB3 2 0.154549
5 CLS 0B6 3 0.214065
4 0B1 0BS5S 2 0.604346
3 ClL4 0B4 3 0.866503
2 cL3 CLE é 1.364139
1 CcL2 0B7 7 2.0628C8
|
|
{
i
i
|
|
e s N R
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The 84S Systea ‘ 12 ' i
10:54 Thursday, December 17, 1992 o
Caomplete Linkage Cluster Analysis : .
Name of Observation or Cluster
0B a 06 OB o8 B @B
1 5 4 2 3 6 T

s;
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E
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The SAS Systes 13
10:54 Thursdey, December 17, 1892
Average Linksge Cluster Analysis

Eigenvalues of the Covariance Mairix

Eigenvalue Differance Proportion Cumulative
1 0.697871 0.638318 0.874651 0.87465
2 €.059553 0.037518 0.074639 . 0.94929
3 0.022038 0.007156 0.027317 0.97u91
4 0.014879 0.012880 0.018648 0.99555
5 0.001999 0.000452 0.002606 0.99806
6 0.001547 0.001547 0.001939 1.00000
7 0.000000 0.000000 0.000000 1.00000
8 0.000000 0.000000 0.000000 - 1,00000
] 0.000000 0.000000 0.000000 1.00000
10 0.000000 0.000000 0.000000 1.00000
1 0.000000 0.000000 0.000000 1.00000
12 0.000000 0.000200 0.000000 1.00000
13 0.000000 0.0¢0000 0.000000 1.00000
14 0.000000 0.000000 0.000000 1.00000
15 0.000000 0.000000 0.000000 1.00000
16 #,000000 0.000000 0.000000 1.00000
17 0.000200 0.000000 0.000000 1.00000
18 0.000000 0.000000 0.000000 1.00000
19 0.000000 0.000000 0.000000 1.00000
20 0.000000 0.000000 0.000000 1.00000
21 0.000000 0.000000 0.000000 1.00000
2 0.000000 0.000000 0.000000 1.00000
23 0.000000 0.000000 0.000000 1.00000
] 0.000000 0.000000 0.000000 1.00000
25 0.000000 0.000000 0.000000 1.00000
26 0.000000 0.000000 0.000000 1.00000
27 =.000000 0.000000 =.000000 1.00000
a8 -.000000 0.000000 =.000000 1.00000
29 -.000000 0.000000 -.000000 1.00000
30 -.000000 (:.000000 =.000000 1.00000
3 -.000000 <. 000000 =.000000 1.00000
32 =.000000 0.000000 =.000000 1.00000
3 =-.000000 - 0.000000 -.000000 1.00000
3 -.000000 0.000000 =.000000 1.00000
35 =-.000000 0.000000 =. 000000 1.00000
36 =.000000 0.000000 =.000000 1.00000
k14 -.000000 0.000000 =.000000 1.00000
a8 -.000000 0.000000 -.000000 1.00000
39 =.000000 0.000000 =.009000 1.00000
40 -.000000 0.000000 =. 000000 1.00000 ]
41 ~.000000 0.000000 =.000000 1.00000
L V] =.000000 0,000000 =.000000 1.00000
43 -.000000 0.000000 =.000000 1.00000
4“4 =-.000000 0.000000 =.000000 1.00000
48 -.000000 0.000000 =.000000 1.00000
4¢ =-.000000 0.000000 =.000000 1.00000
47 =.000000 . =.000000 1.00000

Root-Nean-Square Total-Sample Standard Deviation = 0,130293
Root~-Nean-Square Distance Between Observations = 1,.263238

P S VAL R & SN




B T e N L A I i

The SAS Systen 14
' 10:54 Thursday, December 17, 1472

Average Linkage Cluster Analysis

Number
ot

Clusters

_—D W o

Clustars Joined

82
CLe
0B1
CL4
0B4
CL3

B3
0Bé
JBb
CLS
0B7
CL2

Frequency
of New

Cluster

NN WN

Paeudo
r

6E.18
61.57
16.74

7.99
10.07

Pseudo
tes2

Normalized
PMS

Distance Tie

0.136478
0.184487
0.529770
0.662877
0.888342
1.311767
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The SAS Systea 16
10:54 Thursday, Dacenber 17, 1992
Average Linkage Cluster Analysis
Nane of Obsexvation or Cluster
0B aB cp 0B 0B 0B B
1 5§ 2 3 6 4 7

E

l. . IXXXXXXXXXXXX . .
{. . XXXXXXXXXXXXX . .
+. . IXXXXXXXXIXXA . .
l. . IXXXXAXXXXXXX . .
l. . IXXXIXXXXXXXX . .
I. . IXXXXXXXXXXXX . .
(. . IXXXXAXXXXXXX . .
{. . IXXXXXXXXXXXX . .
l. . IXIXXXIXIXXXX . .
,. . XXXXXXXXXXXXX . .
l. . IXXXXXXXXXXIX . .
l. . IXYXXXX . . .
'0 - L . . L] .
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The 8AS Systea )
10:54 Thursday, Deceaber 17, 1992

Yard’s Minimun Variance Cluster Analysis

!iscﬁvalu.l of the Covariance Hatrix

Eigenvalue

1 0.697871
2 0.059553
3 0.022038
4 0.014879
5 0.001999
¢ 0.001547
7 9.000000
8 0.000000
9 0.000000
10 0.000000
11 0.0000¢0
12 ~ 0.G00000
13 0.00%000
14 0.000000
15 0.000000
16 0.000000
17 0.000000
18 0.000000
19 0.000000
20 0.00C000
21 0.000000
2 0.000000
a3 0.000000
24 0.000000
25 0.000009
26 0.000000
27 -.000000
as -.000000
29 «.000000
30 =.000000
i =.000000
32 =.000000
b &) =.000000
M =.000000
8 =.000C00
3 . =.000000
14 =.000000
a3 =.000000
3» =.000000
40 -,000000
44 =.000000
42 =.00000;
449 =.000000
“ =,.000000
45 =.000000
416 =.000000
47 =.000000

Difterence
0.638318
0.037618
0.007166
0.012880
0.000452
0.001647
0.000000
0.000000

1 0.000000
0.000000
0.000000
0.000000
0.000000
9.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000

HiH

0.000000
0.000000

Proportion -

0.874661
0.0746239
0.027617
0.018648
0.002508
€.001939
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.00C000
0.000000
0.0060000
0.000000
0.000000
0.000000
0.00C000
0.000600
0.000000
0.000000
=.000000
-,000000
=.000000
~.000000
=.000000
=.000000
=.000000
=.000000
=.000000
«. 000000

Cumulrtive
0.87466
0.94929
0.97691
0.995566
0.99808
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000

g
g

1}

g
g

HUHLHIHET

b b bbb Pt B pA Pt b b b bbb b b B A B bS d b Bh B Pub Pub
.

»
.

1.02000

Root-Nean-Square Total-Sample Standard Caviation = 0.130293
Root-Nean-Square Distance Betvean Observations

N

= 1,263238
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10:54 Thursday, December 17, 1952

Vard’s Minisua Yariance Cluster Analysis

T
Pseudo Pseudo i
HCL Clusters Joined FREGQ SPRSQ RSQ r tee2 o
¢ 0B2 033 2 0.003059 0.396941 €6.2 .
5 CL8 o8 3 0.006544 0.990397 61.6 2.1
4 031 OBS 2 0.045776 0.943€21 16.7 .
3 Cle 024 3°0.097934 0.845687 11.¢ 2.1
2 CL3 CLB ¢ 0.264481 0.561206 6.4 7.4
1 CL2 0BY 7 0.8831208 0.000000 . 6.4
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Vard’s Ninisum Variance Cluster Anazlysis
’ Name nf Obsarvation oxr Cluster
(41 0B 4] 0B 0B 0B 1]
1 ] 4 2 3 L] 7
0.6 +

0.6 +IXXXXXIXXXIXXXXXXXXXXXXXXXXXIXX

0.4 +XXXXIXXIFXXXEXXXXXXXXXXXXXXX XXX

§

0.3 +XXXXXXEXXXXXXXXXXTIXXXXAXXLXIXXX

?

0.2 +XXXXXXXXXXXXX IXXXXXXXXXXXX

s
?

0.1 +XXXIXXAXXXXXXX IXXIXXXXXXXXX

| TXXXXXX IXXXXXXXXXIXXX .
l ZRXXXXXIXXEXX .
I IXIXXXXXZXXXX .

°"
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The 84S Systea

OBS K NT CP CT IP IT MIP HIT NCP KCT

SSE238883

50
57
28
27
60
23
39
2e

83538883 ARISEARNRNKRARKI{RI*IER”

et v O WO ™ et Ow

()
1

vt vl vt P v v vt v vt e C vl v T vt MO ™

2083338333508 38232839883383383383]3383838338335"38”R2~K
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17
i
60
22
kL

E8808NeINZANRTNIINARINTRAIERII_RANS

0111111101“0110x‘o!ooilooo..ol&iol“‘loxxll‘l-‘111‘11
5938530838857 038287333835%278383238932333338R33533RR
0101‘110100011001001,010101101!01010111010000101
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The SAS Systea . 20

10:64 Thursday, Decesmber 17, 1892
Vaxiable & Noan 8td Dev Rinicun Haxisun
w» v 0.8085106 0.3977271 (] 1.0000000
NT 47  36.4893617  14.5600292 8.0000000  60.0000000
cr 47 0.5631915 0.5026376 o 1.0000000
cr 4T  46.8085106  15.2581244  15.0000000  €0.0000000
b 4 L 14 0.6106383 0.5062912 o 1.0000000
T 47  47.9787234  13.9416320  18.0000000  €0.0000000
‘uxp L 14 0.8085106 0.3977271 0 1.0000000
nr 47  33.42556319  14.9981806  10.0000000  60.0000000
P L Y4 0.9361702 0.2470922 0 1.0000000
ner 4T  30.1063830  12.8574696  12.0000000  €0.0000000
cIP @ 0.6744681 0.4997687 0 1.0000000
1T 47  45.5631915  18.0708852 9.0000000  €0,0000000
KCIP L 14 0.8723404 0.3373181 o 1.0000000
Nerr 4T  33.7446809  15.9788829 9.0000000  60.0000000
!
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The SAS Systea 21
10:54 Thursday, Decesber 17, 1992

e e e e e e e ... 884283888832 258288588%88 B

HIRP HCRP CIRP KCIRP

3% 3 69 2
18 38 60 v
6o 0 60 34
60 30 a7 60
40 30 33 M
s 16 60 2
30 1] 42 e
39 20 28 50
17 60 60 67
3t 3 60 2
2 a7 V] 27
KT 28 20 23
% 87 30 28
s 2 60 26
33 1 54 30
a7 23 14
46 56 39 30
52 20 26 18
17 . 40 66 2¢
29 16 30 1e
11 . 2 12 39
u 15 17 60
“ | 26 60 30
1T % 23 24
2 % €0 20
17 19 4
17 12 28 19
26 . 14
10 | 24 . 22
41 16 . 18
19 2 . 20
% = . 16
61 38 . 19
7 26 . 28
28 27 . 20
33 4 . 29
12 26 . 21
27 19 . “
. 29 . 2¢
. 14 . 63
. 3 . )
. “ . .o
. 3 . C.
. 26 . . .
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The SAS Systea 7
10:54 Thursday, Decesber 17, 1992

Nean 8td Dev Hizisum Baxisun

Z2N282388 | =

31.0789474 19.2808707 8.0000000  60.0000000
" 87.6923077 13.1902062 15.0000000  60.0000000
46.5410867 13.3773966 20.0000000  60.0:000000
30.8947368 12.6401109 10.0000000 60.0000000
29.0000000 11,4526326 12.0000000  60.0000000
40.2962963 17.1872250 12.0000000  60.0000000
31.6586366 14.2809233 9.0000000  €0.0000000
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The 3AS Systeu
$9:54 Thursday, Decenber 17, 1992

§7
60
52
60
60
34
18
60
30
60
60
19
60
39
46
1]
60
60
60
€0
7
60

3

60
€0
€0

2%

60
14
19
60
a8
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19
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The SAS Systea 24
) 10:54 Thursdav, December 17, 1992

Varisble ¥ Hean 8td Dev Minisus Maxisum

NP 9 59.3333333 2.0000000 $4.0000000 60.0000000

CWP 21 68.2952381 8.7287156 20.0000000 60.0000000

Ivp 23 49.4782609 14.6531708 18.0000000 60.0000000

NIVP 9 44.1111111 19.8899751 14.0000000 '60.0000000

1 4 3 46,.3333333 23.6713610 19.0000000 80.0000000

cIve 20 62.6500000 17.1901900 $.0000000 60.0000000

ACIWP ¢ 48. 0000000 29.8710326 9.0006200 $0.0000000
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The 848 Systea 26
10:54 Thursday, December 17, 1992

Veriable ¥ Remn Std Dev Minimus Naxisum
MEA 37 0.9722730 0.1643990 0 1.0000000
T 37 30.13513561 8.7087509 8.0000000 54.06000000
CiA 25 9.9600000 0.2000000 0 1.0000000
CNT ‘25 38.2000000 12.09683156 16.0000000 57.0000060
I 25 0.5600000 0.50686228 0 1.0020000
INT 25 37.4200000 11.1130554 18.0000000 58.0,00000
it ]} 40 0.9000000 0.3038218 0 1.0000000
MINT 40 28.7750000 10.7881404 10.0000000 62.0000000
NCEA 4 0.9772727 0.1607657 0 1.0000000
NCHT 4“ 28.0681812 10.5000503 12.0009000 57.0000000
cIm 23 0.8260870 0.3875534 0 1.0000000
CINT 23 30.4782609 14.7499202 9.0000000 59.0000000
KCINA 40 0.9500000 0.2207214 0 1.0000000
NCINT 40 29.1500000 12.4808571 9.0000C00 57.0000000
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The SAS Systes

CoA I0a MIOA KCOA CI0A MCIOA

aBs #0i

- N®

OCOVOOOOTOOH O "MOOOOCNMDw
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The SAS Systes ) :

. 30:84 Thursday, Doc.bc 17, 1992
Varisdle 12 Bean 8td Dev Minisw,  Maxisoa
. moa 10 0.2000000  0.4216370 0 1.0000000
oA 22 0.0009091  0.2942449 0 1.0000000
IO 22 0.4545455  0.5096472 0 1.9070000
aT04 T 0.2857143  °0.4879500 v 0 1.0000000
WeoA 3 0.3333333 0.8773803 /] 1.0000000
croa 24 0.3333333  0.4915434 6 1.0000000
WCIOA 7 0.42857i¢  0.536225 0  1.0000000
8
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The SAS Systea
10:54 Thursday, Deceaber 17, 1992
Complete Linkags Cluster Analysis

RBigemvalues uf the Covariance Matrix

Bigenvalue

1 4024.21
2 1735.47
3 16898.29
4 1391.08
6 1030.62
¢ 635.94
7 0.00
8 0.00
9 0.00
10 0.00
1 0.00
12 0.00
13 0.00
14 0.00
16 0.00
16 0.00
17 0.00
18 0.00
19 0.00
20 0.00
21 0.00
2 0.00
23 0.00
2 0.00
a5 0.00
26 0.00
27 0.00
as 0.00
3 0.00
30 -0.00
i =0.00
2 -0.00
33 -0.00
M -0.00
3% =0.00
38 -0.00
14 -0.00
38 =-0.00
» =0.00
40 =0.00
41 -0.00
42 -0.00
43 =0.00
“ -0.00
45 -0.00
L] ~0.00
47 =0.00

Difference
2288.74
47.18
297.22
360.47
394.68

g

e e 2 s e e e

©P©0000900000000900000000099
23883883888888388388838%x2

28388338888838383388888

OOOOOOOPOOOOOOO

Propexz cion
0.283083
0.165195
0.180704
0.152413
0.090101
0.080833

«.000000
~.000000

g v e s e e = .- r——y

Cusulative
0.38305
0.54826
0
0.84137
0.93947
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e o a4 ® e ® 2 o o

T

b b e WA ba A A BA bbb bbb b b Db Bub B b0 buh b B Gub b b b PO B D B Bh et b B b

1.00000

Root-Nean-Square Total-Sample Standard Deviation = 14.95071

Nean Distance Betveen Ubservations

= 143.8488
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The S48 Systea 30
10:54 Thuraday, Decesber 17, 1992

Complete Linkage Clustexr Analysis

Romber Frequency Normalized ‘
: of Bew Raximm
Clusters Clusters Joined Cluster Distance Tie

0.749877
0.801696 !
0.887343 ’
0.946333
0.974192
1.224518
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10:54 Thursday, December 17, 1992

The 818 tystea
Average Linkage Cluster Analysis
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The 84S System a3
10:54 Thursday, December 17, 1992
Average Linkags Cluster Analysis
Funber Frequency Normalized
of . of New Pseudo Pseudo RS
Clusters Clusters Joined Cluster 4 tee2 Distance Tie :
¢ 0B 087 2 1.97 . 0.7es21 i
5 0B84 ans 2 2.04 . 0.794472
4 Cs L5 4 1.85 1.66 0.870167
3 082 aBé 2 2.17 . 0.87348
2 o3 0B3 3 2.80 1.26 0.957954
1 Cl4 cL2 7 . 2.80 1.087015
:
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The S48 System M
10:54 Thursday, Decesber 17, 1992
Average Linkage Cluster Analysis
Name of Obsexvation or Cluster
s aB aB 0B aB aB a8
1 14 4 3 2 ¢ 3

.
|
|
|

|

1} 0000000000000000000000000000000000044
| XXXXXXXIXXXXXXXXXXX
| XXXXTIXXXXXXXXXXXXX
+XXXXXIXXXXXXXXXXXXX
| IEXXXXXXAXXXXXXXXXX
| XXXXXXXXXXXXIIXXXXX
| XXXXXIXXXXXXXIXXXXX
| XXXXXXXXXXXXXXXIXXX
| XXXXXXXXXXXXXXXIXXX
| XXXXXIX
| XXXXXXX
+XXXXXXX
lm . L] . . L]

| XXXXXXX . . . . .
l- . . . e . e
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e The 818 Systen o 38
S 10:64 Thursday, Decea™ ¢ 17, 1992
o Vard’s Ninisum Variance Cluster Analysis :
o ' . | T
o . Pseudo Pseudo i »
- ECL Clusters Joined FREQ  SPASQ RSQ r tes2 o
/."/-</\\ . ’ ' : :
- ¢ 034 7 2 0.092038 0.907962 2.0 .
- s 034 085 2 0.105198 0.802764 2.0 . .'
4 02 086 2 0.128876 0.673%89 2.1 .

. s cLs CL5 4 0.163779 0.620110 2.2 1.6
2 C4 B3 3 0.160969 0.359141 2.8 1.2 :
y 103 cL2 7 0.359141 0.000000 . 2.8
r-
. Y i
P :
v‘~ " ’
I ‘

\

e ol s iyt W i i s 25 Ttk e Gkl 0. 5 ok b A i e ot s

PR TN

e S it KA e 8L i T




-

The SAS Systea ”
10:54 Thursday, Decesber 17, 1992
VWard’s Minizum Variance Cluster Analysis
Name 0f Obcervation or Cluster
0B aB 0p ©B 41 (11 oB
1 7 4 6 2 [ 3
0.4 ¢

0.35 +IXXZDXXIIXXXIXXXXXX IXXXXXTIIXXXX

0.3 +IXXXIIEXIXXTXXAXXXX IXXZXXIXXXTRX

8 §XXAXXXXXXIXXXIXZIXXA XXXXXXXXXXXXX
. | XXXXXXXXXXXXXXXIXXX IXEXXXXXXXXXX
n | IXXXXXXXXXXXXXXXXAX IXXXXXXXXXXXX
i | SXXXXXXXXXXXXXXXXXX IXXXXIXXXIXXX
- | XXXXXXXXXXTXTXXXXXX IXXXXXXLXXIXX
P 0.26 +XXIXXIXXKXXXXXXXXXX IXXXXXAXXIXIX
a | XXXXXXXXI XXX XIXXXXX IXXXXXXXXXXXX
t 4 J IXXXIXXXXXAXXXXATXX XXXXXXXXXXXXX
t | KXXXXXXXAXXXXXXXIXX IXXXXAXXXXXXX
i IXXXXXXXXXXIXXXAXAALX IXXXXXXIXIXXX
a | IXXXXXXXXXXXXIXXXXX IXIXXXXXXIEXX
1 0.2 +XXXIXXXIXXXIXXXXXXX XXXXXIXXXXXXX

R J IXIXTXXXXXXXXIXXXXX IXIXXXXXXXZIX
- IXXXXXXXXXXTXXXXIXIX IXXXXXXXXXXXX
8 | IXXXXXXCCXXXXXXXXXX IXXXXXXXIXXXX
q | XXXXXXXXXXXXXIXXXXX IXIXXXIXXIIXIX
u 0.16 +XXXXXXIXXKXXXXXXXXX IXXIXXX .
a | XXXXXXX IXXXXXX XXXXXXX .
b 3 | XXXXXXX IXXXXXX IXXXXXX .
| L] | XXXXXTX IXXXXXX IXXXXXX .
[ (pooseced XXXXXXX . . . .

: ’ I XXXXXXX IXIXXXX . . e
\ : o eXTXIIXX . . . . .
' I . . e . .
'!v lt » . . . . .
!\ l' ’ . . . . .

| ’0 . . . ‘e . X . "

\ 0064 . . . .. . :
I . . . . . .
] '0' . . . oy w . .
’ '0 . .- . . . 3
'o . - - N . .
. l- . . . . . .
0. . . . . . .
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The SAS Systea

40:54 Thursday, December 17, 1992
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The 843 System
10:54 Thursday, Decesbes 17, 1992

Variable ¥ Nean 8td Dev Ninisum Naxisus
LDERP 47 0.6608511 0.4711864 0 1.0000060
LDERT 47 42.2127660 17.4915336 14.0000000  60.0000000
SLTXP 47 0.7659574 0.4279783 0 1.0000000
SLIXT 47 41.256563191 14.2805260 19.0000000 60.0000000
SLLDP 47 0.8723404 0.3373181 0 1.0000000
SLLDT 7 35.8936170 12.1032407 17.0000000  €0.0000000
rne 47 0.8085100 0.3977271 0 1.0000000
T 47 36.27€5967 16.7793236 8.0000000  60.0000000
) 49 2 47 0.4680851 0.5043749 0 1.6000000
nr 47  46.361702% 15.9692387 9.0000000  60.0000000
sy 47 0.7872340 0.4136831 0 1.0000000
ihy 47 36.6596745 16.7114600 9.0000000  60.0000000
P 47 0.7021277 0.4522673 0 1.0000000
17 47 34.9574468  20.1461588 12,0000000  60.0000000
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Appendix C', SLAM and Fortran Code

SLAM Code

This section contains the SLAM network code used. The first model shown is the
original model (Pritsker, 1986:240). Figure 33 shows the SLAM network diagram. The
next seven models are the network portion of the modified model for each scenario. The
associated Fortran code is shown in the next section. Figuren page 113 shows the network
diagram for the LDER scenario model The scenarios were:

o LDER - Load interarrival time, loading time, hauling time, dumping time, and return v

time unchanged. (Original Model with Modifications)
e SLTK - Haulng time, dumping time, and return time doubled for the third truck.
- (Slow Truck)

e SLLD - Loading time doubled for the first loader. (Slow Loader)

o FT - Hauling time, dumping time, and return time cut in half for all trucks. (Fast
Trucke)

¢ FL - Loading times ha.lved for both loaders. (Fast Loaders)
e SL - Load interarrival time multiplied by 2. (Slow Loads)

o ST - Hauling time, dnmpmg timne, and return time doubled for all trucks. (Slow
Trucks)
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Figure 33. SLAM Network Diagram for Original Model.

Original model.

GEN,PRITSKER, TRUCK HAULING,7/12/83,1,,,Y/N;

LINITS,3,1,50;

NETWORK;

START CREATE; CREATE LOAD TRANSACTIONS
ACT, ,THOW.LE. 480; STOP IF AFTER 8 HOURS
GOON; ELSE
ACT,ERLNG(4.,2.),,START; BRANCH BACK TO START
ACT; | AND CONTINUE
ACCUN,2,2; ACCUMULATE TWO PILES

LOAD QUEUE(1),,,,BEGH; - QUEUE OF LOADS

TRKS QUEUE(2),4,,,BEGN; QUEVE OF TRUCKS

LDER QUEUVE(3),2,,,BEGN; QUEUE 07 LOADERS

BEGN SELECT,ASM,LIT,,LOAD,TRKS,LDER; ASM OF LOAD,TRKS, AND LDER
ACT/1,EXPON(14.); LOADER1 TINE
ACT/2,EXPON(12.); LOADER2 TINE
GOON;

ACT,5, ,LDER; LOADER RESTIN® TIME
ACT,RNORM(22.,3.); TRUCK HAULING TIME
GOON;
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Fik;

‘“.m(zo ..c);

‘ﬂ."OM(la. .30) [} lm;
END

.
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Bulldozing
- ATRIBQ2
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m

ATRIEI(2) = ERLNG(4.. 2)
155(d) = KL ON(Ia.
TE(3)

[
k4
)

E

DUMPSPOT/

LOADSPOT/

(3) =

4) =0

b)) =

6)m 0

)=

) -

A 11)=0

Figure 34, SLAM Network Diagram for LDER Model.
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Modified mode! used for LDER scenario. All times were unchanged from the original

model.

GEN,CARPENTER, TRUCK HAULING,9/30/92,%,,,Y/K,,,72;

LINITS,6,14,50;
BNTRY/2,0,0,0,0,0,
ENTRY/2,0,0,0,0,0,

ENTRY/2,0,0,0,0,0,

E¥TRY/2,0,0,0,0,0,

ENTRY/3,0,0,0,0,0,

E¥TRY/3,0,0,0,0,0,

NETWORK ;
RESOURCE/LOADSPOT(1) ,4;
RESOURCE/DUMPSPOT(1),5;

START CREATE;

ASSIGN,ATRIB(1) = II,
ATRIB(2) = ERLNG(4.,2.),
ATRIB(4) = EXPON(14.),
ATRIB(6) = EXPON(12.),
ATRIB(B) Lo 5.
ATRIB(7) = RNORM(22.,3.),
ATRIB(8) = UNFRM(2.,8.),
ATRIB(9) = RNORM(18.,3.);

ACT/1,,THOH.LE.480;

GooN;

ACT/2,ATRIB(2), ,START;

ACT/3;

ACCUN,2,2; .

LOAD QURUE(1),,,,BEGN;

TRKS QUEUE(2),,,,BEGN;

LDER (QUEUE(S),,,,BEGN;

BEGN SELECT,ASM/SUM,,,LOAD,TRKS,LDER;

: ACT/13; :
AWAIT(4) ,LOADSPOT/1,,1;
ACT/4,ATRIB(4) ,ATRIB(11).EQ.5,FRND;
ACT/6,ATRIB(S) ,ATRIB(11) .EQ.8;

FRED PFREE,LOADSPOT(1);

GOON;
ACT/12,, ,HAUL;
- ACT/6,ATRIB(6);
ASSIGN,ATRIB(1)=0,
ATRIB(2)=0,
ATRIB(3)=0,
ATRIB(4)=0,
ATRIB(E)=0,
ATRIB(8)=0,

OO0 O0OO0ODO0OO
-
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CREATE LOAD TRANSACTIONS

STOP IF AFTER 3 HOURS

ELSE

BRANCH BACK TO START
AND CONTINUE

ACCUNULATE TWO PILES

QUEUE OF LOADS

QUEUE OF TRUCKS

QUEUE OF LOADERS

ASM OF LOAD,TRKS, AND LDER

LOADER1 TIME

LOADER2 TIME

LOADER RESTING TIME
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ATRIB(7)=0,
ATRIB(8)=0,
ATRIB(9)=0,
ATRIB(10)=0;
ACT/11,,,LDER;
HAUL GOON; ' ,
- ACT/T,ATRIB(7); TRUCK HAULING TIME
AVAIT(5) ,DUMPSPOT/1; - : .
ACT/8,ATRIB(8); ' ‘ : "TRUCK DUMPING TIME
FREE, DUNPSPOT(1) ;
ACT/9,ATRIB(9); . . RETURN TINE
ASSIGN,ATRIB(1)=0, . o
ATRIB(2)=0, .
ATRIB(3)=0,
ATRIB(4)=0,
ATRIB(5)=0,
ATRIB(6)=0,
ATRIB(7)=0,
. ATRIB(8)=0,
ATRIB(9)=0,
: ATRIB(11)=0;
ACT/10,,,TRKS;
END;
MONTR,TRACE,0,480;
FIN;

115

,...(.».1 h

i e et

TR PP ANERI LEPOP NS £ X IO T L

Ais -t 2

o

s,

Y
Coa
el o

. e
R # 4 K St wli




. ENTRY/3,0,0,0,0,0,

Modified model used for SLTK scenario. Attributes 7, 8, and 9 (hauling, dumping, and
return time) were multiplied by 2 for the third truck. This was accomplished by branching
on Attribute 10 (truck number) after the select node.

GEN ,CARPENTER, TRUCK HAULING,9/30/92,1,,,Y/N,,,72;
LINITS,5,14,50;

ENTRY/2,0,0,0,0,0,
ENTRY/2,0,0,0,0,0,
ENTRY/2,0,0,0,0,0,
ENTRY/2,0,0,0,0,0,

ocoooooo
oocooooo
ocooooo
cooooo
oo}wnn

ENTRY/3,0,0,0,0,0,
NETWORK;
RESOURCE/LOADSPOT(1) ,4;
RESOURCE/DUMPSPOT(1),5; »
START CREATE; CREATE LOAD TRANSACTIONS
ASSIGY,ATRIB(1) = II,
ATRIB(2) = ERLNG(4.,2.),
ATRIB(4) = EXPON(14.),
ATRIB(5) = EXPON(12.),
ATRIB(6) = §5,
ATRIB(7) = RNORM(22.,3.),
ATRIB(8) = UNFRM(2.,8.),
ATRIB(9) = RNORM(18.,3.);

ACT/1,,THOW.LE.480; STOP IF AFTER 8 HOURS
GOON; - ELSE
ACT/2,ATRIB(2),,START; BRANCH BACK TO START
ACT/3; ‘ AND CONTINUE
ACCUM,2,2; ACCUMULATE TWO PILES

LOAD QUEVE(1),,,,BEGN; . QUEUE OF LOADS

TRKS QUEUE(2),,,,BEGK; , QUEUE OF TRUCKS

LDER QUEUE(3),,,,BEGN; QUEUE OF LOADERS

BEGK SELECT,ASM/SUM,,,LOAD,TRKS,LDER; ASM OF LOAD,TRKS, AND LDER
ACT/13;
GOON;
ACT, ,ATRIB(10) .NE.3,LSND;
ACT, ,LTRIB(10) .EQ.3;

ASSIGN,ATRIB(7) = ATRIB(7) = 2.,
ATRIB(8) = ATRIB(8) * 2.,
ATRIB(9) = ATRIB(9) * 2.;

LSND AWAIT(4),LOADSPOT/1,,1;

ACT/4,ATRIB(4) ,ATRIB(11).EQ.5,FRND; LOADER1 TIME
ACT/5,ATRIB(5) ,ATRIB(11) .EQ.6; ~ LOADER2 TIME
FRED FREE,LOADSPOT(1); ' ;
GOON;
‘m‘,iz...mm;
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ACT/6,ATRIB(S) ;
ASSIGN,ATRIB(1)=0,
ATRIB(2)=0,
ATRIB(3)-0.
ATRIB(4)=0,
- ‘ ATRIB(5)=0,
" ATRIB(6)=0,
ATRIB(7)=0,
ATRIB(8)=0,
ATRIB(9)=0,
ATRIB(10)=0;
— ACT/11,,,LDER;
~. HAUL GooON;
~ ACT/7,ATRIB(7);
AVAIT(5) ,DUMPSPOT/1;
ACT/8,ATRIB(8); {
FREE,DUMPSPOT(1);
ACT/9,ATRIB(9);
ASSIGN,ATRIB(1)=0,
ATRIB(2)=0,
ATRIB(3)=0,
ATRIB(4)=0,
ATRIB(5)=0,
ATRIB(6)=0,
ATRIB(7)=0, .
ATRIB(8)=0, '
o - ATRIB(9)=0,
s : ATRIB(11)=0;
ACT/10,,,TRKS; :
END;
MONTR,TRACE,0,480;
FIN;
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Modified model used for SLLD scenario. Attribute 4 (loading time for first loader) was

multiplied by 2.

GEX,CARPENTER, TRUCK HAULING,9/30/92,1,,,Y/M,,,72;

LINITS,5,14,50;
ENTRY/2,0,0,0,0,0,
ENTRY/2,0,0,0,0,0,
ENTRY/2,0,0,0,0,0,
ENTRY/2,0,0,0,0,0,
ENTRY/3,0,0,0,0,0
EXTRY/3,0,0,0,0,0,
NETWORK;
RESOURCE/LOADSPOT(1) ,4;
RESOURCE/DUMPSPOT(1),5;

ocoooo0
-
©cooo0o00
coBpwhe
2222282

START CREATE;

ASSIGN,ATRIB(1) = II,
. ATRIB(2) = ERLNG(4.,2.),
ATRIB(4) = EXPON(14.) = 2.,
ATRIB(S) = EXPON(12.),
ATRIB(6) = §,
ATRIB(7) = RNORM(22.,3.),
ATRIB(8) = UNFRM(2.,8.),
' ATRIB(9) = RNORM(18.,3.);
ACT/t, , THOW.LE.480;
GOON;
ACT/2, ATRIB(2)..STAB‘1',
ACT/3;
ACCUN,2,2;
LOAD QUEUE(1),,,,BEGN;
TRKS QUEUE(2),,,,BEGN;
LDER QUEUE(3),,,,BEGN;

'BEG¥ SELECT,ASM/SUM, ,,LOAD,TRKS, I.DEB'

ACT/13;

AWAIT(4) ,LOADSPOT/1,,1;

ACT/4,ATRIB(4) ,ATRIB(11) .EQ.5,FRND;

ACT/5,ATRIB(5) ,ATRIB(11) .EQ.6;

FRED FREE,LOADSPOT(1);

GOON;

ACT/12,, ,HAUL;

ACT/6,ATRIB(6);

ASSIGN,ATRIB(1)=0,
ATRIB(2)=0,
ATRIB(3)=0,
ATRIB(4)=0, -
ATRIB(5)=0,
ATRIB(6)=0,

CREATE LOAD TRANSACTIONS

!.
|
|

|
i
1

STOP IF AFTER 8 HOURS
ELSE
BRANCH BACK TO START
ARD CONTINUE
ACCUNULATE TWO PILES
QUEUE OF LOADS
QUEUE OF TRUCKS
QUEUE OF LOADERS
ASM OF LOAD,TRKS, AND LDER

LOADER1 TIME
LOADER2 TIME

" LOADER RESTING TIME

o S
Lot i M i e it

PRNER o5

PITIRE SEVCIE NIRRT

[ PN

At Bt A 1 B i

FOES T PSRN P Ve SR Y

b




ATRIB(7)=0,
ATRIE(8)=0,
ATRIB(9)=0,
ATRIB(10)=0;
ACT/11,,,LDER;

HAUL GOON;

ACT/7T ,ATRIB(T);
© . AWAIT(5) ,DUMPSPOT/1;
ACT/8,ATRIB(8);
FREE, DUHPSPOT(1) ;
ACT/9,ATRIB(9) ;
lSSIGI,ATRIB(i)'O.
ATRIB(2)=0,
ATRIB(3)=0,
ATRIB(4)=0,
ATRIB(E)=0,
ATRIB(6)=0,
ATRIB(7)=0,
ATRIB(8)=0,
ATRIB(9)=0,
. ATRIB(11)=0;
ACT/10,,,TRXS;
END; ‘
MONTR,TRACE,0,480;
FIN; i
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ATRIB(4) = EXPON(14.),
ATRIB(S) = EXPON(12.),

I
. Modified model used for FT scenario. Attributes 7, 8, and 9 (truck hauling, dumping, and
i return times) were cut in half for all the trucks.
Y ,CARPENTER, TRUCK HAULING,9/30/92, 1..,?/!...72. ,
, : Lm'rs 5,14,50; 1
/ o ENTRY/2,0,0,0,0,0,0,0,0,0,1,0;
| ' ' ENTRY/2,0,0,0,0,0,0,0,0,0,2,0;
s : E¥TRY/2,0,0,0,0,0,0,0,0,0,3,0;
by ENTRY/2,0,0,0,0,0,0,0,0,0,4,0;
AR ' ENTRY/3,0,0,0,0,0,0,0,0,0,0,5;
' \/'4" EITRYIS 0,0,0,0,0,0,0,0,0,0,6;
L NETWORK;
I RESOURCE/LOADSPOT(1) ,4;
I — RESOURCE/DUMPSPOT(1),5; - :
CoNT START CREATE; o CREATE LOAD TRANSACTIONS
b ASSIGN,ATRIB(1) = II,
L ATRIB(2) = ERLEG(4.,2.),
|

ATRIB(6) = 5,
A " ATRIB(7) = RNORM(22.,3.) * .5, ” ,
N : ATRIB(3) = UNFRM(2.,8.) * .5, B _1
| ATRIB(9) = RNORM(18.,3.) * .5; 3 | .
ACT/1, ,THOV.LE.480; ~ STOP IF AFTER 8 HOURS ,
- Goon; : ELSE | o
T ACT/2 mtn(z)..srm. BRANCH BACK TO START | | J
Sy - ACT/3; S o AND CONTINUE
| ACCUM,2,2; * ACCUMULATE TWO PILES
S LOAD QUEUE(1),,,,BEGH; o . QUEUE OF LOADS
TRKS QUEUE(2),,,,BEGN; | ,_ QUEUE OF TRUCKS
—= LDER QUEUE(3),,,,BEGN; .. QUEUE OF LOADERS |
o BEGN SELECT,ASM/SUN, ,,LOAD,TRKS,LDER; ASM OF LOAD,TRKS, AND LDER
‘ ACT/13; : | -
N AWAIT(4),LOADSPOT/1,,1; -
kS ACT/4,ATRIB(4) ,ATRIB(11) .EQ.6 mm;_ LOADER] TIME
Y ‘ ACT/S,ATRIB(E) ,ATRIB(11) .EQ.6; LOADER2 TIME
! FRED FREE,LOADSFOT(1); S
GOON;
3 ACT/12, , ,BAUL; e |
SR ~ - 'ACT/6,ATRIB(E); - LOADER RESTING TIME
/; ~ ASSIGN,ATRIB(1)=0, R -
b | ATRIB(2)=0,
-l " ATRIB(3)=0,
S | ~ ATRIB(4)e0,
o . ~ ATRIB(5)=0,




ATRIB(7)=0,
ATRIB(8)=0,
ATRIB(9)=0,
ATRIB(10)=0;
ACT/11,,,LDER;
GOON;
ACT/7,ATRIB(7);
AVAIT(E) ,DUMPSPOT/1;
ACT/8,ATRIB(8);
FREE, DUMPSPOT(1);
ACT/9,ATRIB(9);
~ ASSIGN,ATRIB(1)=0,
ATRIB(2)=0,
ATRIB(3)=0,
ATRIB(4)=0,
ATRIB(5)=0,
ATRIB(8)=0,
"ATRIB(7)=0,
ATRIB(8)=0,
ATRIB(9)=0,
ATRIB(11)=0;
ACT/10,,,TRKS;
E¥D;
MONTR,TRACE,0,480;
FIN;
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Modified model used for FL scenario. Attributes 4 and 5 (loader loadmg txmes) were
multiplied by 0. 5 ,

,CARPENTER, TRUCK HAULING 9/30/92 1,,,Y/%,,,72
I.IHITS 5,14,50;

0,0,0,0
ooooo
0,0,0,0,0,0
ENTRY/2,0,0,0,0,0,0,0,0,
ENTRY/3,0,0,0,0,0,0,0,0
ENTRY/$,0,0,0,0,0,0,0,0
NETWORK;
RESOURCE/LOADSEUT(!),4;
RESOURCE/DUMPSPOT(1),6;
START CREATE; ' CREATE LOAD TRANSACTIOKS
ASSIGN,ATRIB(1) = II,
ATRIB(2) = ERLNG(4.,2.),
' ATRIB(4) = EXPOX(14.) * .5,
ATRIB(S) = EXPON(12.) *» .5,
ATRIB(6) = §, o
ATRIB(7) = RNORM(22.,3.), '
ATRIB(8) = UNFRM(2.,8.),
ATRIB(9) = RNORM(18.,3.);
ACT/1,,THOW.LE.480; .. STOP IF¥ AFTER 8 HOURS
GOON; , : ELSE .
ACT/2,ATRIB(2),,START; . BRANCH BACK TO START
ACT/3; o AND CONTINUE
ACCUM,2,2; .. ACCUMULATE TWO PILES
LOAD QUEUE(1),,,,BEGN; ~ QUEUE OF LOADS
TRKS QUEUE(2),,,,BEGN; . QUEUE OF TRUCKS
LDER QUEUE(3),,,,BEGN; 'QUEUE OF LOADERS
BEGN SELECT,ASN/SU¥,,,LOAD, mxs,wm ASM OF LOAD,TRKS, AND LDER
ACT/13; ; '
AVAIT(4) ,LOADSPOT/S,,1; : :
ACT/4,ATRIB(4) ,ATRIB(11) .EQ.5,FRND; LOADER1 TIME
ACT/5,ATRIB(5) ,ATRIB(11). zq 6; - LOADER2 TIME
FRND FREE,LOADSPOT(1); : .
) GOOI, .
'Ac'r/m.,.mm.. ' - o '
ACT/6,ATRIB(6); e ' LOADER RESTING TIME
ASSIGN,ATRIB(1)=0, ) ‘ ,
ATRIB(2)=0,
ATRIB(3)=0,
ATRIB(4)=0,
ATRIB(5)=0,
~ ATRIB(8)=0,
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. ATRIB(7)=0,

ATRIB(8)=0,

ATRIB(9)=0,

ATRIB(10)=0;
-ACT/41,,,LDER;

HAUL GOON;
ACT/7,ATRIB(T);
AVAIT(5) ,DUMPSPOT/1;
ACT/8,ATRIB(8);
FREE,DUKPSPOT(1);

g ACT/9,ATRIB(9) ;

. ASSIGH,ATRIB(1)%0,
ATRIB(2)=0,
ATRIB(3)=0,
ATRIB(4)=0,
ATRIB(5)=0,
ATRIB(6)=0,
ATRIB(7)=0,
ATRIB(8)=0,
ATRIB(9)=0,
ATRIB(11)=0;
ACT/i0,,,TRKS;
EKD;.
MONTR,TRACE,0,480;
FIN;
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Modified model used for SL ecenario. Attribute 2 (load interarrival time) was doubled.

GEN ,CARPENTER, TRUCK HAULING,9/30/92,1,,,Y/X,,,72
LINITS,5,14,50;
EWTRY/2,0,0,0,0,0,0,0,0,0,1,0;
- ENTKY/2,0,0,0,0,0,0,0,0,0,2,0;
ENTRY/2,0,0,0,0,0,0,0,0,0,3,0;
ENTRY/2,0,0,0,0,0,0,0,0,0,4,0;
ENTRY/3,0,0,0,0,0,0,0,0,0,0,5;
ENTRY/3,0,0,0,0,0,0,0,0,0,0,6;
NETWORK;;
RESOURCE/LOADSPOT(1) ,4;
RESOURCE/DUMPSPOT(1),5;
START CREATE; _ CREATE LOAD TRANSACTIONS
ASSIGN,ATRIB(1) = II, |
ATRIB(2) = ERLNG(4.,2.) * 2.,
ATRIB(4) = EXPON(14.),
 ATRIB(5) = EXPON(12.),
ATRIB(S) = 5,
ATRIB(7) = RNORM(22.,3.),
ATRIB(8) = UNFRM(2.,8.),
ATRIB(9) = RNORM(18.,3.); A |
ACT/1, ,THOV.LE.480; , STOP IF AFTER 8 HOURS

_ GOON; : EISE
ACT/2,ATRIB(2),,START; , BRANCH BACK TO START
ACT/S; _ AND CONTINUE
AccUM,2,2; ACCUNULATE TWO PILES

LOAD GQUEUE(1),,,,BEGN; . QUEUE OF LOADS

TRKS QUEUE(2),,,,BEGN; | QUEUE OF TRUCKS

LDER QUEUE(3),,,,BEGK; QUEUE OF LOADERS

BEGN SELECT,ASN/SUM, ,,LOAD,TRKS,LDER; ASM OF LOAD,TRKS, AND LDER

- ACT/13; , o .
AVAIT(4),LOADSPOT/1,,1;
ACT/4,ATRIB(4) ,ATRIB(11) .EQ.5,FRND; LOADER1 TIME
ACT/5,ATRIB(5) ,ATRIB(11) .EQ.6; LOADER2 TIME

FRND FRER,LOADSPOT(1);

- GOON;

ACT/12,, ,BAUL; -
“ACT/6,ATRIB(6); LOADER RESTING TIME
ASSIGN,ATRIB(1)=0, ‘

ATRIB(2)=0,

ATRIB(3)=0,

ATRIB(4)=0,

ATRIB(5)=0,

ATRIB(8)=0, ‘

 ATRIB(7)=0, -
c 124

[ 8 & S
et i BTN, s s B g e P




ATRIB(8)=0,

ATRIB(9)=0,

ATRIB(10)=0;
ACT/11,, ,LDER;

HAUL GOON;
ACT/7,ATRIB(7);
AWAIT(S) ,DUMPSPOT/1;
ACT/8,ATRIB(8);
FREE,DUMPSPOT(1) ;
ACT/9,ATRIB(9);
ASSIGH,ATRIB(1)=0,

ATRIB(2)=0,
ATRIB(3)=0,
ATRIB(4)=0,
ATRIB(6)=0,
ATRIB(6)=0,
ATRIB(7)=0,
ATRIB(8)=0,
ATRIB(9)=0,
ATRIB(11)=0;
ACT/10,,,TRKS;
END;
MONTR,TRACE,0,480;
FIN;
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Modified model used for ST scenario. Attributes 7, 8, and 9 (truck hauling, dumpmg, and
return times) were multiplied by 2 for all trucks.

GEN, CARPENTER, TRUCK HAULIIG,Q/SO/QQ.I...Y/l...72;
LINKITS,5,14,50;

ENTRY/2,0,0,0,0,0,0,
ENTRY/2,0,0,0,0,0,0,
ENTAY/2,0,0,0,0,0,0,
ENTRY/2,0,0,0,0,0,0
ENTRY/3,0,0,0,0,0,0
EXTRY/3,0,0,0,0,0,0

OO0 O0OO0O0O0

VIV V)

NETWORK;

RESOURCE/LOADSPOT(1) ,4;
RESOURCE/DUMPSPOT(1) ,6;

START CREATE;

LDER

ASSIGN,ATRIB(1) = II,
ATRIB(2) = ERLNG(4.,2.),
ATRIB(4) = EXPON(14.),
ATRIB(5) = EXPON(12.),
ATRIB(6) = 5,
ATRIB(7) = RNORM(22.,3.) » 2.,
ATRIB(8) = UNFRM(2.,8.) » 2.,
ATRIB(9) = RNORM(18.,3.) * 2.;
ACT/1,,THOW.LE.480;
GOON; »
ACT/2,ATRIB(2),,START;
ACT/3;
ACCUN,2,2;
QUEVE(1),,,,BEGK;
QUEUE(2),,,,BEGN;
WEU!(3) s 00, BEGH;
SELECT,ASN/SUM, , ,LOAD, TRKS,LDER;
ACT/13;
AWAIT(4) ,LOADSPOT/1,,1;
ACT/4,ATRIB(4) ,ATRIB(11) .EQ.5,FRXD;
ACT/5,ATRIB(5) ,ATRIB(11).EQ.6;
FREE,LOADSPOT(1);
Goon;
ACT/12,, ,BAUL;
ACT/6 ,ATRIB(S);
ASSIGN,ATRIB(1)=0,
ATRIB(2)=0,
ATRIB(3)=0,
ATRIR(4)=0,
ATRIB(E)=0,
ATRIB(6)=0,
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STOP IF AFTER 8 HOURS
ELSE
BRAACH BACK TO START
AND CONTINUE
ACCUMULATE TWO PILES
QUEUE OF LOADS
QUEUE OF TRUCKS
QUEUE OF LOADERS _
ASM OF LOAD,TRKS, AND LDER

LOADER! TIME
LOADER2 TIME

LOADER RESTING TIME
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ATRIB('?)'O.

ATRIB(8)=0,

ATRIB(9)=0,

ATRIB(10)=0;

. ACT/11,, ,LDER;

r HAUL GOON;

s ACT/7,ATRIB(T);

SR - AVAIT(S) ,DUMPSPOT/;

ATENDE ACT/8,ATRIB(8) ;

- PREE, DUNPSPOT(1) ;

ACT/9,ATRIB(9);

ASSIGN,ATRIB(1)=0,
ATRIB(2)=0,
ATRIB(3)=0,
ATRIB(4)=0,
ATRIB(5)=0,
ATRIB(6)=0,
ATRIB(7)=0,
ATRIB(8)=0,
ATRIB(9)=0,

- ATRIB(11)=0;

L ACT/10,,,TRXS;

SN END; *

Sy MONTR, TRACE, 0,480;
o FIN;
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Fortran Code

This section contains the Fortran Code used in this experiment. These five sets of
code were used with the SLAM network code to create the unsorted Proof trace files for the
LDER scenario. The Fortran code for the other scenarios is the same except for different
trace file names. The final set of code is the program used to sort the trace files.
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Capt Mike Carpenter, GOR-93M, 6 Oct 92 ' :
This program generates the unsorted trace file for the color only
animation of the Truck Hauling simulation. The program PRFSRTC must
be run to generate the sorted trace file (LDERC.ATF)

aaaann

PROGRAM MAIN

DIMEESION NSET(10000)

INCLUDE ’SLAM$DIR:PARAM.IKC’

COMMON/SCOM1/ATRIB(100), DD(100), DDL(100), DTNOW, II, NFA,
+NSTOP,NCLXR, NCRDR, NPRNT, NWRUN, NASET, NTAPE, 88(100).
+8SL(100) ,THEXT, TNOW, XX(100)

COMMON QSET(10000)

BQUIVALENCE (NSET(1),QSET(1))

KNSET=10000
NCRDR=5

NPRET=6

NTAPE=7

NPLOT=2
OPEN(10,FILE="LDERC.TR’ ,STATUS=’UNKNOWK’)

CALL SLAM
ST0P
END

C Subroutire INTLC generates the loaders and the trucks and places
C them on the acreen.

SUBROUTINE IKTLC

COMMOM/SCOM1/ATRIB(100) ,DD(100) ,DDL(100) ,DTNOV,II HPA.KSTOP.ICLIR.

1, NCROR, NPRNT , NN, NNSET  TAPE, S5 (100) ,SSL(100) , TWEXT, THOW, XX(100)
COMMON/UCONM1/MYARRAY (5)
XX(1) = 1000.
VRITE(10,809)XX(1) * 0.0
DO10I= 1,4
IF (I .EQ. 1) THEN
VRITE(10,901)I+4
901 FORMAT(1X, ’CREATE Loader *,I2)
‘ WRITE(10,902)I+4
902 FORMAT(1X, PLACE *,12,’ OF Loader1’)
 ENDIF
IF (I .EQ. 2) THEN
VRITE(10,906)I1+4

908 . FORMAT(1X,’CREATE Loader ’.12)
HRITE(!O 906) 144
808 FORMAT(1X, *PLACE ’,12.‘ 0' Loadar2’)
SIDIF ‘ -
129
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WRITE(10,907)1 ‘ :
$07  FORMAT(1X,’CREATE Truck ’,I2)
WRITE(10,908)1,1 :

- 908 FORMAT(1X, *PLACE °,I2,° ON Truck’,It)

IF(I .NE. 4) THEN
WRITE(10,909)1 » 1.5 , \
909 FORMAT(LX, *TIME * ,F9.4). '
ENDIF
10 CONTINUE
RETURN
D

SUBROUTINE OTPUT
WRITE(10,10)

10  FORMAT(1X,’END’)
CLOSE(10)
RETURN
END

C Subroutine UMONT is the user 'rittcn SLAH trace that iritos tho

C unsorted trace filo after INTLC Iritu the statements to :lnithliz.

C the animation.

SUBROUTINE UMONT(IT) ‘ ‘
COMMON/SCOM1/ATRIB(100) ,DD(100) ,DDL(100) ,DTHOW, IT,NFA ,MSTOP , NCLNR
1,%CRDR, NPRNT , NNRUN , NNSET, NTAPE, SS(100) , ssr.(zoo) 'rm'r now.xxuoo)
- COMMON/UCONM1/MYARRAY(6) 4 .

CHARACTER*4 LABL,WNLBL

INTEGER WHUMB,ACTNUM,LOADNUN
" REAL LOADTIME '

IF(THOW .EG. 0.0) GO TO 999

LABL=NNLBL(IDUNM)
: € Returns current node label
ACTNUM=NNUMB (IDUX) '
- € Returns current activity number
IF(IT .EQ. 0) GO TO 100
P C Go to 100 if a node label is hit
) IF(IT .EQ. -8) GO TO 999
‘ c mrr code that 13 not nndod
c Tho following statements -kip over nctivitiu th;t are mot "
- . C important for the ninf.ion. : R
; ' IF(ACTIUH EQ. -1) GO TO 999
IF(ACTNUN .EQ. 1) GO TO 999
i," AT
Criri P i teiinbe  a B a o g AL D Bl

1

N

N ER A

St B s B s o) 0 s AR e e st . -

2 s e i b S s ket Ve 2 o et

[P

e e e s el P N TN S O S O




P ‘ ; IF(ACTRUM .EQ. 13) GO TO 999

RS WRITE(10,800)TNOW

- C Write out current time
N 900 FORMAT(1X,’TINE ’,F9.4)

Y R IF((ACTWUM .EQ. 4) .OR. (ACTWUM .EQ. 6)) THEN
e C Loading activites :
/ P IF(ACTNUM .EQ. 4) THEN
o ';'./ C Loader 1
: i ) LOADTIME = A‘I‘RIB(Q)/S
i -.: C Divide loading time by 6 to allow for state changes vithin
t Co C the animation
o LOADEUN = &

- ek : % mIF
o IF(ACTNUM .EQ. 5) THEN
YL € Loader 2
"-\ /;},:';/ . . . o LOADTIME = ATRIB(B)/S.
. LOADNUM = 6 -
s | ENDIF
Ve - ATRIB(11) = LOADKUN
R S WRITE(10,800) LOADNUM
T C Traveling empty o :
. ~ 800 FORMAT(1X,’SET '.12. COLOR GREEN’)
"' WRITE(10,805)T0NW + LOADTIME
. 805  FORMAT(IX,’TIME ’,F9.4)
N , WRITE(10,815)LOADNUN
C Traveling loaded ~
: 816  FORMAT(1X,’SET ’.12. COLOR RED’)
N WRITE(10,805)THOW + (3. # LOADTIHE)
"€ Increment time
. WRITE(10,800)LOADNUM
C Traveling empty -
, WRITE(10,830)ATRIB(10)
€ Truck partially loaded ; :
830 FORMAT(1X, ’SET ’,F3.0,’ COLOR PIIR’)
' - WRITE(10,805)THOW + 4. » LOADTIHE)
'C Increment time
: WRITE(10,815)LOADNUN
C Traveling loaded o
: EmIF L
131

N IF(ACTHUY .EQ. 2) GO TO 999
VN IF(ACTNUH .EQ. 3) GO TO 999
NG IF(ACTEUM .EQ. 7) GO TO 999

IF(ACTHUM .EQ. 10) GO TO 999

IF(ACTHUM .EQ. 11) GO TO 999
IF(ACTNUM .EQ. 12) GO TO 999
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IF(ACTNUM .iQ. 6) THEN ]
C Hauling activity ;
LOADNUM = ATRIB(11) !
- : WRITE(10,800)LOADNUM !
I ' C Traveling empty %
: WRITE(10,856)ATRIB(10) 1
C Truck traveling loaded
885 FORMAT(1X, *SET ’,F3.0,? COLOR RED’) }
WRITR(10,805)TNOV + ATRIB(E) 3
€ Increment time :
WRITR(10,880)LOADNUM :
) C Loader idle !
880 FORMAT(1X, *SET *,12,° COLOR VHITE') ]
EWDIF . {
- IF(ACTNUM .EQ. 8) THEN ;
Lo C Dumping Activity ]
Sl WRITE(10,865)ATRIB(10) o | _ . |
N C Truck dumping - : I o
et — 868 FORMAT(1X, ’SET *,F3.0,’ cux.on YELLOW’) ‘ . - 3
A ENDIF ' : ‘
b : IP(ACTNUM .EQ. 9) THEN 3
P C Truck return activity !
A WRITE(10,875)ATRIB(10) ]
S : € Truck traveling empty ‘ ' 4
e ' 876 FORMAT(1X, ’SET *,F3.0,’ COLOR GREEN’) !
IT = 1 A
: kv C The following statements skip over nodes thtt are not 3
4 : -‘c hpornnt for the animation. : 4
< 100 xr(um. EQ. 0 ) GO TO 999
S . IFCLABL .EQ. ’LOAD’) GO TO 999 ,i
Pt : IF(LABL .EQ. ’LDER’) GO TO 999 .
L _ IF(LABL .EQ. ’BEGN’) GD TO 999 R
e IF(LABL .EQ. *HAUL’) GO TO 999
S * IF(LABL .EQ. *FRND’) GO TO 999
RN  IF(LABL .EQ. "STAR’) GO TO 999 . - .. LT .
o ' WRITE(10,900)THON - -~ . - - - S E
C Write cut current time T T o - ;
IF(LABL .EQ. *TRKS’) THEN - - - L “ )
WRITE(10,915)ATRIB(10) PR ‘l o ne Tl
T " € Truck idle L T
916 romr(xx,'sm ',F3.0, COLOR nn'z') ' ‘ Lo .
% I3 ; R




» ENDIF
-999 ITs
END




C Capt Nike Carpenter, GOR-93M, € Dct 92

C This program genorates the unsorted trace file for the color and icon
C animation of the Truck Hauling simulation. The program PRFSRTCI must
C be run to goncrato the lortod trace file (LDKRCI ATF)

c

PROGRAM MAIN

DIMENSION NSET(10000)

INCLUDE *SLAMSDIR:PARAM.INC’

COMMON/SCOM1/ATRIB(100), DD(100), DDL(100), DTIOH, 1I, NFA,
+NSTOP,NCLNR, NCRDR, WPRNT, ¥NRUN, NNSET, NTAPE, SS5(100),
+3SL(100) ,TNEXT, TNOW, XX(100)

COMMON QSET(10000)

EQUIVALENCE (NSET(1),QSET(1))

NNSET=10000
NCRDR=5
NPRNT=6
NTAPE=7
NPLOT=2
,,oru(xo.rn.x-’wmcx TR’.Sﬂws-’UlKIOHl’) ‘

CALL SLAM
c Snbroutino Im.c generates the loadors and tho trucks md places
c thea on the screen. ,

SUEROUTINE INTLC
COMNON/SCOM1/ATRIB(100) ,DD(100) ,DDL(100) ,DTNOW, IT,NFA ,NSTOP, NCLER
1,NCRDR , NPRNT , XNRUN , XNSET , NTAPE, S3(100) , SSL(iOO) ,TNEXT , THOW,XX(100)
CONMON/UCONM1/MYARRAY (5)
IX(1) = 1000.
WRITE(10,908)XX(1) *= 0.0
DO 101 = 1,4
IF (I .EQ. 1) THEN
VRITE(10,901)I+4 )
901 FORMAT(1X, *CREATE Loader *,12)

, VRITE(10,902)1+4 '
902 PORMAT(1X, 'PLACE *,12,’ on x.omn-)

IF (1 .EQ. 2) THEN
m(to ,805) I+4 -
1X, *CREATE Loader *,I2)

906 FORMAT
' WRITR(10,906)I+4

3

FORMAT(1X, *PLACE ’,12,’ ON Loadorﬂ’)
EIDII :




WRITE(10,907)1
9807 FORMAT(1X, CREATE Truck ’,I2)
WRITE(10,908)1,1
908 FORMAT(1X, *PLACE *,I2,’ ON Truck’,Il)
IF(I .NE. 4) THEN
WRITE(10,909)I » 1.5
809 FONMAT(1X, ’TIME ’,F9. 4)
ENDIF
10 CONTINUE
RETURN
END

SUBROUTIRE OTPUT
WRITE(10,10)

10  FORMAT(iX,’END’)
CLOSE(10)
RETURN
END

C Subroutine UNULNT is the user written SLAM trace that writes the
C 'unsorted trace file after Imc writes the ntatcmnto to initiali»
C the animation.

SUBROUTIEE UMONT(IT)
COMNON/SCOM1/ATRIB(100) ,DD(100) ,DDL(100), mow II.HFA.HS‘I‘OP HCLER
1,NCRDR , NPRNT , XHRUN , MNSET , NTAPE ss(1oo>.ssx.(100) mm' mw Xx(100)
COMMON/UCONM1 /MYARRAY (5)
CHARACTER+=4 LABL,KELBL
INTRGER NHUMB,ACTEUM,LOADNUM
REAL LOADTIHE _
IF(TNOW .EQ. 0.0) GO TO 989
LABLsENLBL (IDUM) ‘
C Returns current node labal
ACTNUM=NNUNB (IDUN)
C Returns current activity number
IF(IT .E§. 0) GO TO 100
C Go to 100 if at a node
‘ IrF(IT .Eq. -5) GO TO 999

c UNONT code not needed for animation

-C The tonoving .tatcmntl skip over uctivi 105 that are not

c i-portant tor tho ln:lution. '

I?(AOTIUH .EO -1) GO TO 999
IF(ACTNUM .EQ. 1) GO TO 999
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. 2) GO TO 999

IF(ACTRUM .EQ

IF(ACTXKUM .EQ. 3) GO TO 999
EQ
EQ

. 7) GO TO 999
IF(ACTNUN .EQ. 10) GO TO 999
IF(ACTNUM .EQ. 11) GO TO 989
IF(ACTNUM .EQ. 12) GO TO 999
IF(ACTNUX .EQ. 13) GO TO 999
WRITE(10,900) THOW
C Write out current time
900 FORMAT(1X,’TIME ’,F9.4)
IF(CACTNUM .EQ. 4) .OR. (ACTNUM .EQ. S)) THEX
. IF(ACTNUM .EQ. 4) THEN
C Loader 1
LOADTIME = ATRIB(4)/6.
LOADNUN = B
ENDIF
IF(ACTNUX .EQ. 5) THEN
C Loader 2
- LOADTIKE = ATRIB(S)/B.
LOADNUN = 6 :
EIF :
ATRIS(11) = LOADNUM
_ WRITE(10,800)LOADNUN
C Traveling empty : :
- 800 FORMAT(1X, *SET *,I2,* COLOR GBBEI’)
WRITE(10,805)THCW + LOADTINE
C Increment time
805 PORMAT(1X, *TIME *,F9.4)
' WRITE(10,814)LOADNUN
C Change icon to Loaded , :
814 FORMAT(1X, *SET ’,12,’ CLASS Loldod’)
- WRITE(10,816)LOADNUM
C Traveling loaded
815 - FORMAT(1X,’SET ’,12,’ COLOR RED’)
v WRITE(10,805)THOW + (3. & LOADTINE)
C Increment time
nmuo.aasu.owm
: ,c Change icon to Unloaded
: ~ WRITE(10,800)LOADNUM
€ Traveling empty
825  PFORMAT(iX,’SET °,I2,’ cuss Loadcr’)
_ WRIZE(10,829) ATRIB(10) o
. € Chlnga truck icon to i load
. 829 FORMAT(1X, ’SET ’,F3.0,’ CLASS Tloadl’)
~ mnuo 830)1‘1‘&13(10)

IP(ACTNUN .

F:




C Traveling partially loaded

830 FORMAT(1X, ’SET *,F3.0,’ COLOR PINK?)
WRITE(10,805)TEOW + (4. ¢ LOADTIKE)

C Increment time '
WRIT2(10,814)LOADRUM

C Change icon to Loaded
WRITE(10,815)LOADNUN

C Traveling loaded

ENDIF
IF(ACTEUX .EQ. 6) THEY

LOADNUK = ATRIB(11)
WRITE(10,328)LOADRUN

C Change icon to Unloaded
WRITE(10,800)LOADKUN

C Traveling expty
WRITE(10,854) ATRIB(10)

€ Change truck icon loaded

854 FORMAT(1X,’SET ’,F3.0,* CLASS Tload2')
WRITE(10,866)ATRIB(10)

C Truck traveling loaded

858 FORMAT(1X, *SET *,F3.0,” COLOR RED’)
WRITE(10,805)THOW + ATRIB(6)

C Increment tinme
WRITE(10,880)LOADNUY

. C Loader idle

880 PORMAT(1X,’SET *,12,’ COLOR WHITE’)
EXDIF o
IP(ACTNUM .EQ. 8) THEN

¥RITE(10,829)ATRIB(10)

C Truck partially loaded

WRITE(10,865)ATRIB(10)
€ Truck dumping " L
8658 FORMAT(1X,*SET °,F3.0,° COLOR YELLOW®)
‘ WRITE(10,806)TFOW + (ATRIB(8)/2.)
€ Increment time ;
WRITE(10,864)ATRIB(10)

C Change truck icon unloaded

864 FORMAT(1X,’SET ’,P3.0,’ CLASS Truck’)
WRITE(10,865)ATRIB(10) '

C  Keep truck yallow

‘ ENDIF )

IrPCACTEUY .EQ. 8) THEN
WRITE(10,875)ATRIB(10)

~ € Truck traveling empty
876 - FORMAT(1X,’SET *,F3.0,’ COLOR GREER’)




ENDIF
IT=1
RETURN

C The following statements skip over nodes that are not
C important for the animation. '

100 IF(LABL .EQ. *’ ') GO TO 999
IF(LABL .EQ. *LOAD’) GO TO 999
IF(LABL .EQ. ’LDER?) GO TO 999
IF(LABL .EQ. ’BEGN’) GO TO 999
IF(LABL .EQ. °HAUL’) GO TO 999
IF(LABL .EQ. ’FRND’) GO TO 998
IF(LABL .EQ. ’STAR’) GO TO 999
WRITE(10,900) TNOW

C Write out curront time
IF(LABL .EQ. ’TRKS’) THEM

WRITE(10,915)ATRIB(10)

¢ Truck idle | |
916 FORMAT(1X,’SET ’,F3.0,’ COLOR WHITE’)

ENDIF R :
999 IT=1 - |

RETURR

oo
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Capt Mike Carpenter, GOR-93M, 6 Oct 92

This program generates the unsorted trace file for the icon only
animation of the Truck Hauling simulation. The program PRFSRTI must
be run to generate the sorted trace file (LDERI.ATF)

PROGRAM MAIN
DIMENSION XSET(10000)

" INCLUDE ’SLAM$DIR:PARANM.IHRC'

COMMON/SCOM1/ATRIB(100), DD(100), DDL(100), DTEOW, II, NFA,
+MSTOP,NCLNR, KCRDR, NPRNT, NNRUM, NNSET, urnpz. ss<1oo).
+SSL(100) , TNEXT, TNOW, XX(100)

COMMON QSET(10000)

EQUIVALENCE (NSET(1),QSET(1))

NNSET=10000

NCRDRe5

NPRNT=6

NTAPE=7

NPLOT=2

OPEN(10,FILE=’LDERI.TR’ srmrs-'umown')

CALL SLAM

STOP

END

C Subroutine INTLC generates the loaders and the trucks and placcu
C them on the screen.

901

9802

9086

806

SUBROUTIKRE INTLC

COMMON/SCOM1/ATRIB(100),0D(100),DDL(100) ,DTNOW, II.HFA.HSTOP.ICLER
1,NCRDR,NPRNT , HNRUN , NNSET ,NTAPE, £S(100) ,SSL(100) , THEXT, TNOW, XX (100)
COMMOK/UCORM1/MYARRAY(5)

XX(1) = 1000

WRITE(10,909)XX(1) * 0.0

~D0O10I=1,4

IF (I .EQ. 1) THEN
WRITE(10,961)I+4
FORMAT(1X, ’CREATE Loader ’,I12)
WRITE(10,902)I+4
PORMAT(1X,’PLACE ’,12,’ ON Loader1®)
ENDIF
IF (I .EQ. 2) THEM
WRITE(10,905)I+4
FORMAT(1X,’CREATE Loader *,12)
WRITE(10,908)1+4
FORMAT(1X,’PLACE *,12,’ ON Loader2’)
ENDIF :
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WRITE(10,907)1
907  FORMAT(IX,’CREATE Truck ’,I2)
WRITE(10,908)1,1
908  FORMAT(1X,’PLACE ’,12,’ ON Truck’,I1)
IF(I .NE. 4) THEN .
WRITE(10,909)I » 1.5
909 FORMAT(1X, ' TIME °*,F9.4)
ENDIF
10  CONTINUE ‘ . | -
m : e 3
D .

SUBROUTINE OTPUT
WRITE(10,10)

10 FORMAT (1X, *END’)
CLOSE(10)
RETURN
END

C Subroutine UMONT is the user written SLAM trace that writes the
C unsorted trace f£ile after INTLC writes the statements to initialize

C the animation.

SUBROUTINE UNMONT(IT)
COMMON/SCON1/ATRIB(100) ,DD(100) ,DDL(100) ,DTHOW, 11 ,MFA ,MSTOP,NCLNR
1,HCRDR, NPRNT ,XNRUN , NNSET ,NTAPE,SS(100) ,SSL(100) , TNEXT, THOW, XX (100)
COMMON/UCONML /MYARRAY (5)
CHARACTER*4 LABL,NNLBL
INTEGER NNUMB,ACTKUM,LOADNUM
REAL LOADTIME
IF(THOV .EG. 0.0) GO TO 999
LABL=NNLBL (IDUM)
C Returns current node label
ACTNUN=NNUNMB (IDUN)
C Returns current activity number
IF(IT .EQ. 0) GO TO 999
€ If at node return
Ir(IT k0. -5) GO TO 999
'C UMONT code not needed

C The following statements skip over activities that are not
C important for the animation,

IP(ACTNUN .EQ. -1) GO TO 299
IFCACTNUN .EQ. 1) GO TO 999
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IF(ACTNUM .EQ. 2) GO TO 999
IF(ACTNUN .EQ. 3) GO TO 999
IF(ACTRUM .EQ. 7) GO TO 999
IF(ACTRUN .EQ. 9) GO TO 999
IF(ACTHUM .EQ. 10) GO TO 999
IF(ACTNUN .EQ. 11) GO TO 999
IFP(ACTNUM .EQ. 12) GO TO 999
IF(ACTNUM .EQ. 13) GO TO 999
WRITE(10,900) THOW
C UWrite out current time
900 FORMAT(1X,’'TIME ’,F9.4)
IF((ACTNUM .EQ. 4) .OR. (ACTNUM .EJ. 6)) THER
C If loader activity
IF(ACTNUM .EQ. 4) THEN
C Loader
LOADTIME = ATRIB(4)/6.
LOADNUM = §
ENDIF
IF(ACTNUM .EQ. 6) THEN
C Loader 2
LOADTIME = ATRIB(8)/S6.
LOADNUX = 6
ENDIF
ATRIB(11) = LOADNUM
WRITE(10,805)THOW ¢+ LOADTIME
C Increment time
805 FORMAT(1X,’TINE ’,F9.4)
: WRITE(10,815)LOADNUM
C Change loader icon to Loaded ;
816 FORMAT(1X,’SET *,12,? CLASS Loaded’) ’
WRITE(10,805)TNOW + (3. * LOADTIME)
C Increment time
WRITE(10,825)LOADNUN
C Change loader icon to Unloaded
826 FORMAT(1X,’SET ’,12,’ CLASS Loader’)
WRITE(10,830)ATRIB(10)
C Change truck icon partially loaded
830 FORMAT(1X,*SET ’,F3.0,’ Class Tload1’)
WRITE(10,808)TNOW + (4. » LOADTIME)
C Increment tinme
WRITE(10,815)LOADNUM
C Change loader icon to Loaded
ENDIF
IF(ACTNUM .EQ. 6) THEN
C Hauling activity

i et ey e ot e 4 s
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= ~ LOADNUM = ATRIB(11) o
WRITE(10,866)ATRIB(10)
C Change truck icon Loaded ;
865 FORMAT(1X,’SET *,F3.0,’ CLASS Tload2’) f,
Y WRITE(10,825)LOADNUN
‘ C Change loader icon to Unloaded j
' ENDIF :
IF(ACTKUM .EQ. 8) THEN
W C Dumping activity
\ WRITE(10,830)ATRIB(10) .
C Change truck partially loaded :
WRITE(10,805)TNOW ¢ (ATRIB(8)/2.)
C Increment time 3
WRITE(10,865)ATRIB(10)
C Change truck to empty i
865 FORMAT(1X, *SET ’,F3.0,’ CLASS Truck’)
- EWDIF
999 IT =1
RETURN ;
' EXD ;
H ]
4
?
j
;
|
i
|
$
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Capt Mike Carpenter, GOR-93M, 6 Oct 92

This program generates the unsorted trace file for the movement and
color and the movement, icon, and color

animations of the Truck Hauling simulation. The program PRFSRTMC
must be run to generate the sorted trace files

(LDERMC.ATF and LDERMCI.ATF)

a0

PROGRAM MAIN

DIMENSION NSET(10000)

INCLUDE ’SLAM$DIR:PARAM.INC’

COMMOH/SCOM1/ATRIB(100), DD(100), DDL(100), DTNOW, II, MFA,
+MSTOP,NCLNR, NCRDR, NPRNT, NNRUN, NNSET, NTAPE, $S(100),
+SSL(100) ,TNELXT, TNOW, XX(100)

COMMON QSEY'(10000)

EQUIVALENCE (RSET(1),QSET(1))

NNSET=10000

NCRDR=5 |

HPRNT=6

KTAPEs7

NPLOT=2

OPEN(10,FILE=’LDERMC.TR’ ,STATUS="UNKNOWN’)

CALL SLAM -

STOP

END

C Subroutine INTLC generates the loaders and the trucks and places
C them on the screen.

SUBROUTINE INTLC
COMMON/SCOM1/ATRIB(100) ,DD(100) ,DDL (100) ,DTHOW, 11, MFA,MSTOP ,NCLUR
1,NCRDR,NPRNT, NNRUN , BNSET , NTAPE, SS(100) ,SSL(100) , TKEXT, THOW , XX (100)
COMMON/UCONM1/MYARRAY (5)
II =6
IX(1) = 1000.
WRITE(10,909)XX(1) * 0.0
D0 10 I = 1,4
IF (I .EQ. 1) THEN
II=1I+1
WRITE(10,901)I+4
901 FORMAT(1X, *CREATE Loader ’,I2)
WRITE(10,902)I+4
902 FORMAT(1X, *PLACE *,I2,’ ON Getload1’)
WRITE(10,903)11
903 FORMAT(1X, *CREATE Load ’,I3)
WRITE(10,904)11
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904 FORMAT(1X, *PLACE *,13,’ ON Loadpath’)
ENDIF 1
IF (I .EQ. 2) THEN 3
" WRITE(10,905)I+4
905 FORMAT(1X, ’CREATE Loader ’,I2) 3
WRITE(10,506) I+4
906 FORMAT(1X, 'PLACE *,I2,’ ON Getload2’)
ENDIF :
WRITE(10,907)1 .
907  FORMAT(1X,’CREATE Truck ’,I2) - o |
WRITE(10,908)I o . !
908  FORMAT(1X,’PLACE ’,I2,’ ON Truckload’) o
IF(I .NE. 4) THEN :
WRITE(10,909)I * 1.5
909 FORMAT(1X,TIME *,F9.4) R
ENDIF ‘ ' . ‘ J
10  CONTINUE |
‘ RETURN ~ ]
B o
| |
SUBROUTINE OTPUT | i
WRITE(10,10) ;
10 FORMAT(1X,'END’) | 3
CLOSE(10) ol :
RETURN | :

N |

C Subroutine UMONT is the user written SLAN traco that writes the
C unsorted trace file after INTLC vritn tho statements to mtmm

C the animation.

I i s S N, Rt et A

SUBRDUTIIE UMONT(IT)
COMMOX/SCOM4/ATRIB(100) ,DD(100), DDL(!OO) DTNOW,1I,MFA,MSTOP,NCLNR

1,MCRDR, NPRNT , NNRUN, WNSET , WTAPE, SS(100) ,SSL(100) , TNEXT, THOW, XX (100) ;
COMMON/UCONM1/MYARRAY (5) . A
CEARACTER*4 LABL,NNLBL 3
INTEGER NWUNB,ACTNUM,LOADNUM o
REAL LOADTIME 4
IF(TNOW .EQ. 0.0) GO TO 999 , }
LABL=NNLBL (IDUM)
ACTNUM=NNUNMB (IDUN) I
IF(IT .EQ. 0) GO TO 100 o : )
IF(IT .EQ. -6) GO TO 999 o ' - 1
C The following statements skip over activities that are not
14 (




C important for the animation.

IF(ACTNUM .EQ. -1) GD TO 999
IF(ACTRUM .EQ. 1) GO TO 999
IF(ACTHUM .EQ. 2) GO TO 999
IF(ACTRUM .EQ. 3) GO TO 999
IF(ACTNUN .EQ. 7) GO TO 999
- IP(ACTNUM .EQ. 10) GO TO 999

IF(ACTHUM .EQ. 11) GO TO 989
IF(ACTNUM .EQ. 12) GO TO 999
IF(ACTNUM .EQ. 13) GO TO 999
WRITE(10,900) THOW

C VWrite out current time

900 FORMAT(1X,'TIME ’,F9.4)

IF((ACTNUX .EQ. 4) .OR. (ACTHUM .EQ. 6)) THEN

C Loading activity
IF(ACTNUM .EQ. 4) THER
C Loader 1
LOADTIME = ATRIB(4)/6.
LOADNUM = §
WRITE(10,790) LOADNUN
C Send Loader to get load
790 FORMAT(1X, *PLACE '.12 ! ON Getloadi’)
ENDIF
IF(ACTNUM .EQ. 6) THEN
C Loader 2
‘ LOADTIME = ATRIB(5)/6.
LOADKUN = 6
WRITE(10,795)LOADRUM
C Send Loader to get load
798 FORMAT(1X, *PLACE *,12,? on Getload2’)
ENDIF
'ATRIB(11) = LOADNUM
WRITE(10,799) LOADNUM

C Traveling empty

- 199 FORMAT(1X,’SET *,12,’ COLOR GREEH’)

WRITE(10,800)LOADNUM,LOADTIME

C Set travel time

800 FORMAT(1X, ’SET ’.12.’ TRAVEL ’,F9.4)
WRITE(10,805)TNOV + LOADTIME

C Increment time

806 PORMAT(1X,’TIME ’,F9.4)

’ WRITE(10,810)ATRIB(1) - 1
C Loader picks up load
810 FORMAT(1X, *DESTROY ?,F3.0)

145

NP

Paas e Naeiae

B Bt s S o sl e S I8 ot 00 5 e N L o L ke ket i e 1w+ 5 et -




e v ——r

WRITE(10,815) LOADKUM

C Change loader to Loaded

815 FORMAT(1X,’SET ’,I2,’ CLASS Loaded’)
WRITE(10,816)LOADNUM

C Traveling loaded

816 PORMAT(1X,’SET ’,12,? COLOR RED’)
WRITE(10,820)LOADNUM

C Place load in truck '

820  FORMAT(1X,’PLACE *,12,’ ON Dulpload’)
WRITE(10,800) LOADNUM,LOADTINE

C Set travel time
WRITE(10, SOS)TIOH + (3. LOADTIHE)

C Increment time
WRITE(10,525)LOADNUN

C Change loader icon to unloaded

825 FORMAT(1X, *SET *,12,” CLASS Loader’)
WRITE(10,799) LOADNUM

C Traveling empty :

: WRITE(10,830)ATRIB(10)

C Change truck icon to partially loaded }

830 FORMAT(1X,*SET ’,F3.0,’ CLASS Tloadl’)
‘WRITE(10,831)ATRIB(10) o

€ Truck partiaily loaded

831 FORMAT(1X, 'SET *,F3.0,’ COLOR PIIK’)
WRITE(10,235)LOADNKUN
C Send loader to get new load

838 FORMAT(1X, *PLACE *,12,’ ON Getnewload’)

WRITE(10,800)LOADNUM,LOADTINE
C Set loader travel time .
WRITE(10,805)THCW + (4. . LOADTIHE)
C Increment time '
WRITE(10,810)ATRIB(1)
C Loader picks up second load
~ WRITE(10,815)LOADNUM
C Change loader to loaded
WRITE(10,816) LOADNUM
C Traveling loaded
WRITE(10,820) LOADNUN

C Place load in truck

. VRITE(10,800)LOADNUN, LOADTIME
C Set travel time <
. ENDIF .
- IP(ACTNUM .EQ. 6) THEN
C ' Hauling activity :
" LOADNUM = ATRIB(11)
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WRITE(1C,826)LOADHUH
Change loader icon to unloaded
WRITE(10,799)LOADKUM

9]

C Traveling empty
IF(LOADKUM .EQ. 5) THEN
WRITE(10,840) LOADKUHM
C Retrrn loadar 1
840 FORMAT(1X,’PLACE ’,12,’ ON Returni’)
EXDIF
IF(LOADNUM .EQ. 6) THEN
WRITE(10,845)LOADNUM
C Return loader 2
846 FORMAT(1X,’PLACE *,12,’ ON Return2’)
ENDIF '

WRITE(10,850)LOADNUM,ATRIB(G)

C Set travel time

850 FORMAT(1X,’SET ’,I2,’ TRAVEL ’,F3.0)
WRITE(10,855)ATRIB(10)

C Change truck to loaded

855 FORMAT(1X,’SET *,F3.0,’ CLASS Tload2’)
WRITE(10,856)ATRIB(10)

C Truck traveling loaded

856 FORMAT(1X,’SET ’,F3.0,” COLOR RED’)
WRITE(10,860)ATRTB(10)

C Start truck hauling

860 FORMAT(1X, 'PLACE *,F3.0,” ON Truckdump’)
WRITE(10,876)ATRIB(10) ,ATPIB(7)

- C Set truck travel time

WRITE(10,805)TNOW + ATRIB(6)
C Increment time
WRITE(10,880)LOADNUM
C Loader idle IS
880 FORMAT(1X,°*SET *,I2,’ COLOR WHITE’) \
ENDIF ‘
IF(ACTNUM .EQ. 8) THEN
C Dumping activity
XX(1) = XX(1) + 1
WRITE(10,861)ATRIB(10)
C Start truck dumping
861 FORMAT(1X,’PLACE ’,F3.0,’ ON Dumping’)
WRITE(10,862)ATRIB(10) ,ATRIB(8)/2.
C Set travel time
862 FORMAT(1X,’SET ’,F3.0,’ TRAVEL ’,F9.4)
WRITE(10,805)TNOW + (ATRIB(8)/2.)
C Increment time
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WRITE(10,865)ATRIB(10)

€ Change truck to ampty

885 FORMAT(1X,’SET *,F3.0,’ CLASS Truck’)
WRITE(10,863)ATRIB(10)

C Truck dumping ‘

863 FORMAT(1X,’SET ?,PF3.0,? COLOR YELLOW’)
WRITE(10,866)XX(1)

C Place two loads in truck

866 FORMAT(1X, ’CREATE Twoloads ’,F5. 0)
WRITE(10,867)XX(1)

C Start two loads dumping

867 FORMAT(1X,’PLACE °,F5.0,* OR Loaddunp’)

ENDIF
IF(ACTNUN .EQ. 9) THER

€ Truck return activity _
WRITE(10,8869)ATRIB(10)

C Truck traveling empty

869  FORMAT(iX,’SET ?,F3.0,’ COLOR GREEN’)
' WRITE(10,870)ATRIB(10) .

C Start truck Teturning

870 FORMAT(1X, ’PLACE *,F3. 0.’ Ol Truckret?)

WRITE(10,876)ATRIB(10),ATRIB(9)

"~ €C Set truck travel time

876 FORMAT(1X, *SET *,F3. O.’ TMVEI. ’.!‘9 4)
RNDIF
IT =1
: m

c ‘nu following statements skip over nodes that are not
c hporunt for the animation. :

. 100 IF(LABL .EQ. ’ ') GO TO 999

IFCLABL .EQ. 'LOAD’) GO TO 999
.IF(LABL .EQ. ’LDER’) GO TO 999
* IPCLABL .EQ. 'BEGN’) GO TO 999 -
IFCLABL .EQ. *HAUL') GO TO 999
IF(LABL .EQ. 'FRND’) GO TO 999

WRITE(10,900) THOW A

C Write ocut current time
~ IF(LABL .EQ. ’STAR’) THEN -
IYsII+1 . .
WRITE(10,906)1I o
C Create nev load
906 FORMAT(1X, *CREATE Load ’.13)
WRITE(10,910)II




C Send load for pickup
910 FORMAT(1X,’PLACE *,13,’ OH Loadpath’)
ENDIF
IF(LABL .EQ. *TRKS’) THEN
WRITE(10,911)ATRIB(10)
€ Truck idle
911 FORMAT(1X,’SET *,F3.0, COLCR WHITE®)
' WRITE(10,9156)ATRIB(20)
C Place truck in loading queue
915 FORMAT(1X, 'PLACE *,F3.0,’ ON Truckload’)
WRITE(10,920)ATRIB(10)
C Set truck travel time
920 FORMAT(1X,’SET *,F3.0,’ TRAVEL 2’)
ENDIF
999 IT =1
RETURN
END
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Capt Mike Carpenter, GOR-93M, 6 Oct 92
This progran generates the unsorted trace file for the movoment only
and the movement and icon animations of the Truck Hauling simulation.
The program PRFSRTNMI must be run to generate the sorted trace files
(LDERM.ATF and LDERMI.ATF)

OOOOO0

PROGRAN MAIN

DIMENSION NSET(10000) :

INCLUDE ’SLAM$DIR:PARAM.INC’

COMMON/SCOM1/ATRIB(100), DD(100), DDL(100), DTNOW, II, !PA.
+MSTOP,NCLNR, NCRDR, NPRKT, KNRUN, NNSET, NTAPE, S$S(100),
+SSL(100) ,TNEXT, TNOW, XX(100)

COMMON QSET(10000)

EQUIVALENCE (NSET(1), QSET(i))

NNSET=10000

RCRDR=E

NPRNT=6

NTAPE=7

NPLOT=2

OPEN(10, FILE-’LDERHI TB’.STATUB-’UIKIDH!’)

CALL SLAM ;

STOP

END

c Subroutino INTLC genor:tou the loadou and tho trucks and phcn
C thea on the screen. :

SUBROUTINE INTLC
COMMON/SCOM1/ATRIB(100) ,DD(100) ,DDL(100), uruou 1I,MFA,MSTOP,KCLER
1,MCRDR, NPRNT , NNRUN , WNSET , NTAPE, SS(100) ,SSL(100) , TREXT, THOW, XX (100)
COMMON/UCONM1/NYARRAY (5)
II1=6
XX(1) = 1000.
WRITE(10,909)XX(1) * 0.0
DO 10I = 1,4
IF (I .EQ. 1) THEN
Il=JII+ 1
, WRITE(10,901)I+4
901 FORMAT(1X, 'CREATE Loader ’,I12)
: WRITE(10,902)I+4
902 FORMAT(1X,’PLACE *,I2,’ ON Getloadl’)
: .~ WRITE(10,903)I11
903 FORMAT(1X, *CREATE Load ’,13)
- = WRITE(10,904)11
904 !ORHAT(lx.’PLACE ’,13,° OX Loadpath’)
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ENDIF
IF (I .EQ. 2) THER
WRITE(10,905)I+4
808 FORMAT(1X, *CREATE Loader ’,I2)
WRITE(10,906)I+4
806 FORMAT(1X, ’PLACE *,12,' ON Getload2’)
ENDIF
WRITE(10,907)1
907 FORMAT(1X, *CREATE Truck ’,I2)
WRITE(10,908)1
908 FORMAT(1X, ’PLACE ?,12,° ON Truckloed’)
IF(I .NE. 4) THEN :
WRITE(10,908)I * 1.5
909 FORMAT(1X,’'TIME ’,F9.4)
ENDIF
10 CONTINUE
RETURK
END

SUBROUTIKE OTPUT
WRITE(10,10)

10 FORHAT(1X, 'ERD’)
CLOSE(10)
RETURN
END

€ Subroutine UMONT is the user written SLAM trace that writes the
C unsorted trace file after INTLC writes the statements to initialize
C the animation. ‘

SUBROQUTIKE UMONT(IT)
COMMON/SCOM1/ATRIB(100) ,DD(100) ,DDL(100) ,DTKOW,II,MF4 ,MSTOP,KCLMR
1,NCRDR,NPRNT, ENRUN,KNSET,NTAPE,SS(100) ,SSL(100) , TREXT, TNOW, XX (100)
COMMON/UCORM1/MYARRAY(S) '
CHARACTER#4 LABL,NNLBL
INTEGER NNUMB,ACTNUM,LOADNUM
REAL LOADTIME
IF(TWOW .EQ. 0.0) GO TO 999
"LABL=NNLBL (IDUM)

C Returns current node labsl
ACTRUK=NNUMB (IDUM)

C Returns current activity nunber
IF(IT .EQ. 0) GO TO 100

C Go to 100 if at node
IF(IT .EQ. -6) GO TO 999
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C UMONT code that is not needed

ey : C The follovwing statements skip over activities that are not
o C important for the animation.

o R IF(ACTNUM .EQ. -1) GO TO 999
IF(ACTNUM .EQ. 1) GO TO 999
R - IFCACTNUM .EQ. 2) GO TO 999
- " IP(ACTNUM .EQ. 3) GO TO 999
L © IPCACTNUM .EQ. 7) GO TO 999
el . IFCACTNUM .EQ. 10) GO TO 999
S . IF(ACTNUM .EQ. 11) GO TO 999
IFCACTNUM .EQ. 12) GO TOC 999
“IF(ACTNUM .EQ. 13) GO TO 999
WRITE(10,900) TNOW
c Write out current time
900 FORMAT(1X,’'TIME ’,F9.4)
IF((ACTNUM .EQ. 4) .OR. (ACTNUM .EQ. 6)) THEN
C Loader activity o
o IF(ACTNUM .EQ. 4) THEN
C Loader 1
LOADTINZ = ATRIB(4)16
LOADNUM =
L ‘HRITB(10.790)LOADHUH
- /o C Send loader to get load :
790 FORMAT(1X,’PLACE ’,I2,* ON Gotloadi’)
2 ENDIF .
T - IF(ACTNUM .EQ. 5) THEN
’ C Loader 2
‘ LOADTIME = ATRIB(S)/G
LOADNUM = 6 ,
WRITE(10,75S)LOADNUM
- C Send loader to get load
796 FORMAT(1X, ’PLACE ’,I2,” ON Gotload2’)
ENDIF
ATRIB(11) = LOADNUM
) : " WRITE(10, aoo)LnAnlun LOADTINE
S C Set travel time o
- 800 FORMAT(1X,’SET *,12,’ TRAVEL ’,F9.4)
VRITE(10,805)TNOW + LOADTIME -
C Increment time
805 FORMAT(1X, 'TIME ’,F9.4)
: WRITE(10,810)ATRIB(1) - 1
C Place load on loader
810 FORMAT(1X, *DESTROY *,F3.0)




WRITE(10,815)LOADNUM

C Change loader to loaded

815 FORMAT(1X,’SET ’,12,’ CLASS Loaded’)
WRITE(10,820)LOADNUH

C Place load in truck

820 FORMAT(1X, ’PLACE ’,12,’ ON Dumpload’)
WRITE(10,800)LOADNUM,LOADTIME

C Set travel time C
WRITE(10,805)TNOW + (3. * LOADTIME)

C Increment time
WRITE(10,825) LOADKUH

C Change loader to unloaded

825 FORMAT(1X,’SET *,I2,” CLASS Loader’)
WRITE(10,830)ATRIB(10)

C Change truck to partially loaded

830 FORMAT(1X,'SET ’,F3.0,’ CLASS Tloadl’)
WRITE(10,835)LDADNUM

C Send loader to get new load

836 FORMAT(1X,'PLACE ’,12,* ON Getnewload’}

WRITE(10,800)LOADNUM,LOADTIME
C Set travel time
WRITE(10,805)THOW + (4. * LOADTINE)
C Increment time
WRITE(10,810)ATRIB(1)
C Place load on loader
WRITE(10,815) LOADNUM
C Change loader to loaded
WRITE(10,820) LOADNUM
C Place load in truck
WRITE(10,800)LOADNUM,LOADTIME
C Set travel time
ENDIF '
IF(ACTNUM .EQ. 6) THEN
C Hauling activity
LOADNUM = ATRIB(11)
WRITE(10,826)LOADNUM
C Change loader to unloaded
IF(LOADNUM .EQ. 5) THEN
WRITE(10,840)LOADNUM
C Send loader 1 to rest spot
840 FORMAT(1X, ’PLACE ’,I2,’ ON Returni’)
ENDIF
IF(LOADNUM .EQ. 6) THEN
WRITE(10,845)LOADNUM
C Send loader 2 to rest spot
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845 FORMAT(1X,’PLACE *,I2,’ ON Return2’)
ENDIF
WRITE(10,850)LOADNUM,ATRIB(6)
C Set travel time
850 FORMAT(1X,’SET *,12,’ TRAVEL *,F3.0)
WRITE(10,855)ATRIB(10)
C Change truck to loaded
858 FORMAT(1X,'SET ',F3.0,’ CLASS Tload2’)
WRITE(10,860)ATRIB(10)
C Start truck hauling
860 FORMAT(1X,'PLACE *,F3.0," ON Truckdump')
WRITE(10,876)ATRIB(10) ,ATRIB(7)
C Set travel tine
ENDIF
IF(ACTNUN .EQ. 8) THEN
C Dumping activity
XX(1) = XX(1) ¢ §
WRITE(10,861)ATRIB(10)
C Start truck dumping
L} FORMAT(1X,’PLACE ’,F3.0,' ON Dumping’)
WRITE(10,862)ATRIB(10) ,ATRIB(8)/2.
C Set truck travel time
882 FORMAT(1X,*SET *,F3.0,’ TRAVEL ’,F9.4)
WRITE(10,805)TNOW + (ATRIB(8)/2.)
C Incrment time
WRITE(10,865)ATRIB(10)
C Change truck to unloaded
- 888 FORMAT(1X,’SET *,F3.0,’ CLASS Truck')
WRITR(10,866)XX(1)
C Pl.ce two loads in truck :
o6e FORNAT(1X, 'CREATE Twoloads ’,F5.0)
WAITE(10,867)XX(1)
C Start two loads dumping
0e? PORMAT(1X, PLACE *,F5.0,’ ON Loaddump’ )
ENDIF
Ir(ACTNUM .EQ. 9) THEN
€ Return activity
WRITE(10,870)ATRIB(10)
€ Start truck returning
870 FORMAT(1X, ’PLACE *,F3.0,’ ON Truckret')
WRITE(10,875)ATRIB(10) ,ATRIB(9)
C Set truck travel time :
14 FORMAT(1X,’SET *,73.0,’ TRAVEL ', F9.4)
|+ 1244
ITe 1t
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RETURN

C The following statements skip over nodes that are not
C ipportant for the animation.

100 IF(LABL .EQ.° ') GO TO 999
IF(LABL .EQ. 'LOAD’) GO TO 999
IF(LABL .EQ. 'LPER’) GO TO 999
IF(LABL .EQ. ’BEGN’') GO TO 999
IF(LABL .EQ. 'HAUL’) GO TO 899
IF(LABL .EQ. 'FRND’) GO TO 999
WRITE(10,900)THOW
IF(LABL .EQ. 'STAR’) THEN

I1 =11 + 1
WRITE(10,905)II

C Create nevw load

905 FORMAT(1X,’CREATE Load ',I3)
WRITE(10,910)11

C Send load to load queue

910 FORMAT(1X, *PLACE ’,13,' OR Loadpath’)
ENDIF
IF(LABL .EQ. 'TRKS’) THEN

WRITE(10,916)ATRIB(10)

C Place truck in loading queue

915 FORMAT(1X, 'PLACE ’,F3.0,’ ON Truckload’)
WRITE(10,920)ATRIB(10)

C Set truck travel time

920 FORMAT(1X,’SET ’,F3.0,’ TRAVEL 2’)
ENDIF

999 IT e
RETURN
END




This is a sample of the programs used to created sorted Proof trace files. Only one is
listed since the only differences in the programs are the input and output file names. This
particular program took one unsorted trace file and created two sorted Proof trace files,
one for M and one for MIL. Thus, the trace files for M and MI were exactly the same. Also,
the trace files for MC and MCI were the same. Differences in the animations were made by
changing the animation layout files. All of the object classes for M and MC were changed
to simple icons. For example, when the trace file changed the object class to loaded, no
change was seed on the screen for M and MC because all the object classes were the simple
icons. (See Figure 2 on page 17). Therefore, each scenario had to be run only five times

- instead of seven to created the seven Froof trace files.

PROGRAM SORT
INTEGER I,J,K,NUMLINES,LINE,FLAG,SORTING,READLINE
CHARACTER*S TIME , '
CHARACTER#*80 LINES(3500)
REAL TIMES,TIMEARRY(3500,3),TEMP1,TEMP2,TEMP3
OPEN(UNIT=10,FILE=’ldermi.tr’,STATUS='UNKNOWN’)
OPEN(UNIT=11,FILE=’'ldermi.atf’,STATUS=’UNKNOWN’)
OPEN(UNIT=12,FILE=’1lderm.atf’,STATUS=’UNKNOWN’)
I=0
NUMLINES=0
LINE=0
FLAG=0
10 READ(10,FMT=100,END=200) TIME
100  FORMAT(AS)
LINE = LIKE + 1
NUMLINES = NUMLINES + 1
IF(TIME .EQ. ’ TIME’) THEN
IF(FLAG .EQ. O) THEN
FLAG = 1
NUMLINES = 0
G0 TO 10
ENDIF
IsIe+
TIMEARRY(I,1) = TIMES
TIMEARRY(I,2) = NUMLINES - 1
TIMEARRY(I,3) = LINE - NUMLINES
BACKSPACE 10
READ(10,FNT=101,ERR=196) TIMES
101 FORMAT(8X,F9.4)
FUMLINES=0
ENDIF
G0 TO 10
196 WRITE(11,110)
110  FORMAT(3iX,’BACKSPACE ERROR’)

20 I=31+1
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16
116

300

20
25

a8

125

TIMEARRY(I,1) = TIMES
TIMEARRY(I,2) = RUMLIKES - 1
TIMEARRY(I,3) = LINE - NUMLIKES

REWIND 10

READLIRE = 1
READ(10,FMT=116 ,END=300) LIFES (READLINE)
FORMAT (A60)

READLINE = READLIKE + 1

GO TO 15

CONTIKUE

DO 25 RUNTHRU = 1,I
DO 20 SORTING = 1,I-1
IF(TIMEARRY(SORTING,1) .GT. TIHMEARRY(SORTING+1,1)) THEN
TEMP1 = TIMEARRY(SORTING+1,1)
TIMEARRY (SORTING+1,1) = TIMEARRY(SORTING,1)
TIMEARRY(SORTING,1) = TEMP1
TEMP2 = TIMEARRY(SORTING+1,2)
TIMEARRY (SORTING+1,2) = TIMEARRY(SORTING,2)
TIMEARRY (SORTING,2) = TEMP2
TEMP3 = TIMEARRY(SORTING+1,3)
TIMEARRY (SORTING+1,3) = TIMEARRY(SORTING,3)
TIMEARRY (SCRTING,3) = TEMP3
ERDIF
CONTINUE
CONTINUE

D0 35 J=1,I
LINE = TIMEARRY(J,3)
NUMLINZS = TIMEARRY(J,2)
DO 30 K = LINE,LINE + NUMLIKES
WRITE(11,115)LINES(K)
WRITE(12,116)LINES(K)
CONTINUE
CONTIKUE
WRITE(11,125)
WRITE(12,125)
FORMAT(1X,’END’)

CLOSE(10)
CLOSE(11)
CLOSE(12)
END

A}
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